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Abstract: Informal logicians recognise the fre­
quent use of unstated assumptions; some (e.g. 
Fisher) also recognise entertained arguments and 
recommend a suppositional approach (such as 
Mackie's) to conditional statements. It is here ar­
gued that these two be put together to make argu­
ment diagrams more accurate and subtle. 
Philosophical benefits also accrue: insights into 
Jackson's apparent violations of modus toll ens 
and contraposition and McGee's counterexamples 
to the validity of modus ponens. 

This paper is an attempt to improve the 
accuracy and utility of suppositional ap­
proaches to the portrayal of conditional 
reasoning such as advocated by the present 
author (1988), on the basis of unpublished 
lecture notes by the late John Mackie, and 
much more accessibly by Fisher (1988). 
When 'If P then Q' is seen as a matter of 
supposing that 'P' and then going on to as­
sert 'Q' in the scope of that supposition, it 
is usually noted that other unstated premis­
es may be crucially involved in the think­
ing within the supposition. The major 
innovation suggested here is that the role 
of these unstated premises be explicitly 
recognised in diagramming the reasoning. 
It will be shown how this gives greater ac­
curacy and subtlety to such argument dia­
grams. The philosophical benefits of 
adopting such an account will be illustrat­
ed by an application to McGee's (1985) 
supposed counterexamples to the validity 
of modus ponens and to some of Jackson's 
(1979) examples of odd conditionals. 

After a survey of various accounts of 
conditionals and if-sentences, Mackie of­
fered this general analysis: "to say 'If P, Q' 

is to assert Q within the scope of the sup­
position that P" (1973, p. 93). He offered 
the idea of supposing and asserting some­
thing within the scope of a supposition as 
an external analysis of what people are do­
ing when they are thinking about possibili­
ties. "A supposition may introduce not 
only the single item that is supposed, but a 
complex picture, which is held together 
and partly determined by what else the 
supposer associates with this first item, 
typically by retaining and carrying over el­
ements from the actual world." Elements 
of the picture may well be unknown to the 
supposer; he may be committed to filling 
out his story in non-arbitrary ways. 

Mackie noted that this suppositional 
account was close to those that view condi­
tionals as condensed arguments, but was 
broader in that it did not require the link 
between antecedent and consequent to be a 
matter of reasoning. Indeed Mackie 
claimed that the intellectual performance 
involved may not be essentially linguistic. 

Mackie examined several different 
types of conditional statement, arguing 
that the suppositional account made sense 
of them all. But finally he conceded that 
some of our ways of using language (such 
as 'He believes that if P, Q' or 'It is true 
that if P, Q') cannot be easily made to fit 
the view. He suggested that "any if­
sentence may have both a propositional 
and a non-propositional employment. 
The non-propositional employment is .. , 
primary, and the suppositional account 
explains it. The propositional employment 
is secondary, and comes into play when 
the condensation of the previous supposi­
tional procedure (most frequently some 
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inference) reaches the point where we tend 
to treat the product as a single unit" 0973, 
p. 103). He allowed that we may make var­
ious choices about which proposition a 
particular conditional expresses (the corre­
sponding material conditional, or literal 
talk of a possible world, or ... ). 

Fisher is not concerned to arrive at a 
general, albeit messy, account of condi­
tional statements. He simply wishes to ex­
tract and evaluate arguments from written 
texts and to provide diagramming tech­
niques that do this perspicuously. He notes 
that a very frequent style of arguing is not 
to assert one's starting points but merely to 
suppose them for the sake of the argument. 
In providing techniques for dealing with 
such cases, Fisher comes close to endors­
ing an analysis like Mackie's, remarking 
that "there is clearly a very close relation­
ship between saying 'if R then C' and say­
ing 'Suppose R. Then C.' For our purposes 
we take them to be equivalent, and which 
way to construe a piece of natural language 
reasoning depends entirely on which 
seems simplest and most natural" (1988, p. 
88). But while he says this in general, he 
seems to require that they be treated as 
compound conditional statements whenev­
er a conditional is the conclusion of an ar­
gument (as in "conditional proof' in 
natural deduction systems ).1 

One might ask whether a suppositional 
rendering of a conditional in a wider argu­
ment would ever be inappropriate. Mackie's 
programme would suggest a negative 
answer, and might encourage the belief 
that a suppositional analysis should be all 
but mandatory, for the sake of the greater 
discriminations it allows. But to be able to 
argue for this using Fisher's apparatus we 
have to make a few adjustments which can 
be motivated by saying a little more than 
Fisher does about the utility of condition­
als understood suppositionally. 

The main point is one that can be taken 
over from those theories that stress the rel­
evance of the antecedent to the consequent 
of normal conditionals. A conditional 

allows the speaker to advert to a relation or 
connection between two factors without 
having to make the nature of the connec­
tion any more precise-in a story framed 
by the antecedent you will get the conse­
quent (perhaps because of a logical or 
causal connection, perhaps not). Indeed, in 
very many cases the speaker might not be 
able to make any reasonably precise speci­
fication of the connection, as Barwise, for 
instance, also notes in his discussion of the 
informational content of conditionals 
(1986).2 Jackson says that the utility of 
having the conditional construction3 lies in 
the importance of being able to use modus 
ponens (1979, p. 577). But while we may 
agree that the role of conditionals in infer­
ence is particularly important, I would sug­
gest that their first benefit is their ability to 
introduce connections between two factors 
in the imprecise way mentioned. It is clear 
that counterfactual conditionals,4 for in­
stance, are not being used with an eye to 
modus ponens since their users often claim 
to know the falsity of their antecedents. 
Ordinary indicative conditionals likewise 
are often used with no hope of going on to 
assert their antecedents: 'if you step on 
that ladder you will break your leg' is more 
likely a warning intended to keep the 
antecedent false. 

Granted that normally we would not be 
inclined to advert to connections on no ba­
sis whatever and that we are not concerned 
only with simple logical entailments of the 
antecedent, it follows that in many cases 
the grounds for the assertion within the 
supposition go beyond the supposition it­
self, as Mackie noted. Not only do they of­
ten involve this appeal to unstated 
additional premises, but in some uses of 
conditionals the supposition itself does not 
really play any role in supporting the sub­
sequent assertion: the whole weight rests 
on unstated premises. (Mackie claims that 
this is true of all even-if-sentences, 1973, 
p. 93.) In this last case in particular, Fisher's 
usual diagramS for suppositional reasoning 
-(Suppose) uR --> uC-begins to look 
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very odd since the arrow, intended to stand 
"for the logical relationship which is 
presented by the speaker as obtaining 
between Rand e" (1988, p. 87), stands for 
virtually nothing. 

My suggestion for improving the veri­
similitude of our diagrams is simply to al­
low ourselves to indicate unstated 
premises in them. Fisher, like most other 
informal logicians, already does this in di­
agramming other arguments, so it is not a 
particularly large step here (but one he 
may himself be disinclined to take: "in this 
chapter we are not especially interested in 
such implicit assumptions" (1988, p. 83». 
One respect, however, in which it may be 
somewhat awkward is that the utility of 
suppositional reasoning is often connected 
with our inability to specify these unstated 
claims in any reasonably precise way. To 
take one of Fisher's simple examples: 

Suppose the Government wants to raise 
bank interest rates. Since the Government 
also wants to keep mortgage rates down it 
will clearly have to issue directives to the 
building societies. 

Here the supposition together with the oth­
er stated premise sustains the conclusion in 
conjunction with various beliefs about the 
motives of building societies, the power of 
government directives, the relations be­
tween the two rates, and so on. These may 
well be uncontroversial (they ought to be if 
we are to happily accept the reasoning) but 
no easier to specify for all that. Labelling 
this bundle of unstated premises 'U' and 
using other letters for the explicit compo­
nents, the revised diagram would be: 

(Suppose) uB ) 
+) 

M) --> uO 
+ ) 

[U]) 

I have claimed that on occasions the 
explicit supposition is not in fact used in 
the reasoning to the conclusion. To 
diagram this contingency, I suggest retain­
ing the brackets linking statements but 

dropping the plus signs that indicate the 
collaboration of such statements in the rea­
soning. The brackets would then picture 
the grammar; the plus signs and arrows 
would picture the reasoning. (These are 
suggestions for adapting Fisher's dia­
grams. If one uses boxes to enclose the 
suppositional segments of the reasoning 
similar adaptations will have to be made. It 
may be worth noting that these unstated 
premises have not been labelled with Fish­
er's superscripted 'u': although actually 
unasserted they are in general things the 
arguer would have to be prepared to assert 
outside the suppositional context.) 

To see that this is not merely a logical 
possibility consider the following two 
sentences extracted from a work by M.K. 
Bacchus (Education for Development or 
Underdevelopment, p. 277): 

If the present situation of extremely wide 
income differentials between occupations 
continues. the process of selection for jobs 
will become an even more vexing issue. 
The assessment of work performance and 
aptitude, especially since the validity of ap­
titude tests has, so far, left much to be desired, 
will be a matter in which the subjective 
impressions of a supervisor will be crucial. 

Let us use '0' for 'The present situation of 
extremely wide income differentials be­
tween occupations continues', 'V' for 'The 
process of selection for jobs will become 
an even more vexing issue', 'S' for 'The 
assessment of work performance and apti­
tude will be a matter in which the subjec­
tive impressions of a supervisor will be 
crucial', and 'A' for 'The validity of apti­
tude tests has so far left much to be desired' . 
The problem arises when we consider 
what'S' is doing. It seems to be within the 
scope of the supposition, '0', and to be of­
fering a link between that supposition and 
the final conclusion, 'V' -it is what makes 
job selection that much more vexing. But if 
we took it as an intermediate step, itself 
justified by the one unambiguously assert­
ed claim, 'A', it would seem that we should 
have to diagram it thus: 
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(Suppose) uD ) 
) 

A ) ---> uS ---> uV 
+ ) 

[U)) 

What this is intended to bring out, by omit­
ting a plus sign between the supposition and 
'1\, is the fact that the argument for'S' 
does not involve the supposition itself.6 

So far, we have done little more than 
add apparently pedantic frills to Fisher's 
apparatus; little may seem to have been 
gained beyond somewhat greater accuracy 
in picturing cases such as 'Q, even if P' or 
any like Bacchus' above. The "real argu­
ments" of his title do not often illustrate 
the oddities that constitute a good part of 
the philosophical discussion of condition­
als. That discussion can, however, provide 
some instances which are illuminated by 
the simple proposals here. 

To begin we may examine some cases 
Jackson (1979, p. 578) cites as apparent 
failures of modus tollens or contraposition. 
When we diagram the reasoning involved 
in the suppositional reconstruction of these 
cases we can see why they apparently fail 
and how the classical patterns of reasoning 
can still apply. 

In connection with modus tollens Jack­
son offers two perfectly sensible condi­
tionals that we would not be inclined to use 
in that argument form, given the falsity of 
their consequents. I shall look first at 'If he 
works, he will still fail.' Here I suggest the 
diagram (with 'W' for 'He works' and 'F' 
for 'He will fail') should be: 

(Suppose) uW ) 
) 

[U) ) ---> uF 

Here I have used the alteration suggested 
above of dropping the plus sign to illus­
trate the fact that the reasoning makes no 
use of the stated supposition. Here we have 
in fact a concessive conditional which could 
well have been made explicit by using 
'even if'. The point is that the antecedent's 

truth would make no difference, the grounds 
for the consequent-which may well sug­
gest that 'w' is false-are elsewhere, and 
remain untouched by the supposition. 
Since those unstated grounds are not mere­
ly supposed, one might well suggest drop­
ping the superscripted 'u' from 'F', but as 
Mackie remarks of a similar case, 'F' is as­
serted within the supposition and its place­
ment there is a way of indicating that while 
the supposition might be thought to under­
mine the inference it does not do so. 

In this example, adding 'Not F' to the 
whole suppositional argument should, by 
the thematic analogue of modus tollens,7 
give us 'Not U' rather than 'Not W', which 
is as it should be. 

Jackson's second example here is 'Ifhe 
doesn't live in Boston, then he lives some­
where in New England: which we can 
diagram as follows: 

(Suppose) "Not B ) 
+ ) --> uN 

[U)) 

I have kept the plus sign in this case since 
the reasoning uses 'Not B' to move to the 
wider and more probable conclusion 'N' 
from the unstated [U] which in fact gives 
the user reason .to accept 'B'. If we again 
assume that we discover 'Not N', we 
should conclude 'Not(Not Band Ur, i.e. 
'B or Not U'; and since 'Not N' entails 
'Not B', we are left again with 'Not U'. 

Of course, to the extent that the [U]in 
these examples contains the evidence upon 
which the conditionals are based, the ap­
propriate response might not be to infer 
'Not U' but rather to reject the 'if the evi­
dence then the conclusion' conditional 
(rather than the actual conditional used, as 
Jackson suggests). The evidence might be 
all correct; what we have discovered is that 
it was not a sufficient basis for the claims 
we made. There may be a residual awk­
wardness here because we might wish to 
preserve the conditional claim, either by 
adding some extra implicit assumptions (to 
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take care of odd exceptions, as Barwise 
(1986) seems to suggest) or by taking it as 
conveying something like 'If the evidence 
then probably the conclusion'. But either 
way, we would have rejected the condi­
tional as originally understood. 

In looking a little later at contraposi­
tion Jackson repeats the first of the above 
examples and adds a new one, which is un­
fortunately not a genuine example of con­
traposition: the premise 'if Carter is 
reelected, then it will not be by a large 
margin' versus the conclusion 'if Carter is 
reelected by a large margin then Carter 
will not be reelected.' While explanations 
in terms of scope may not account for all 
examples of odd negations (as, for in­
stance, some of the "metalinguistic" nega­
tions discussed by Hom, 1985), that notion 
can certainly illuminate Jackson's error 
here. The issue is whether the negation ap­
plies only to the size of the margin or to 
Carter's reelection itself. If we may use 
some obvious though non-standard for­
malism to put adverbial modifications in 
brackets, the consequent of Jackson's 
premise is 'R(NotL)c'; but the antecedent 
of his conclusion is 'R(L)c', and these two 
are not related appropriately for contrapo­
sition. He argues from 'if Rc then 
R(NotL)c' to 'if R(L)c then Not(Rc)'. 
While 'Not(Rc)' is the.negation of 'Rc', 
'R(NotL)c' is not the negation of 'R(L)c'. 
Working back from the antecedent of his 
conclusion, Jackson's premise would need 
'Not(R(L)c)' for its consequent where this 
is understood as implying 'Not(Rc)" but 
then the premise (and equally the conclu­
sion) is silly: if Rc then Not(Rc). His actu­
al premise contraposed would yield 
'Not(R(NotL)c), as antecedent of the con­
clusion where this is understood as imply­
ing 'Not(Rc)', which makes the conclusion 
true but equally silly since it would then be 
implicitly tautological. 8 

So, taking the conditionals in the way 
suggested allows us to see both why 
modus tollens and contraposition appear 
not to work at the mechanical level and 

that they do in fact remain valid and appli­
cable to the reasoning embodied in their 
possible uses here. 

The difficulties looked at so far could 
well be put at the door of negation rather 
than (or as much as) the conditional con­
struction. Jackson, as we have seen, makes 
modus ponens central to his understanding 
of indicative conditionals, but we should 
note that McGee (1985) has argued that 
modus ponens itself needs qualification in 
those cases where we have a conditional 
with a consequent that is itself a condition­
al. His clearest example involves polling 
data for an election in which there are only 
three candidates: Reagan, Anderson (both 
Republican) and Carter (Democrat). The 
polls put Reagan well in front, followed by 
Carter, followed way behind by Anderson. 
We are then offered the argument: 

If it's a RepUblican, then if it's not Reagan 
then it's Anderson; 

It is a Republican; 
so if it's not Reagan then it's Anderson. 

Two responses have been: (i) "modus 
ponens preserves truth, not grounds for be­
lieving or probabilities" and (li) "the prob­
ability of a conditional must not be 
confused with a conditional probability" 
(Sinnott-Armstrong et al., 1986, p. 300). 
With respect to the first, I sympathize with 
Davis' impatience with being told merely 
that certain things are indeterminate, point­
less or misleading to assert when they are, 
if true or false at all, simply false (Davis, 
1979, p. 550-1). Of course, if the conclu­
sion is interpreted as a material implication 
it is, in the circumstances, true, since it 
amounts to 'either it's Reagan or it's 
Anderson'; and in a natural deduction sys­
tem that marks the assumptions upon 
which statements depend, then it would be 
seen to depend crucially on the second 
premise, among others, with respect to 
which it is sensibly assertible. But clearly, 
no one would normally interpret it as a ma­
terial implication, and our interest in using 
inferences is to be able to detach our 



128 E. P. Brandon 

conclusions from their specific argumenta­
tive context. The second reply may also be 
correct, but given the wide appeal of 
Adams' thesis that the assertibility of sim­
ple conditionals is given by the associated 
conditional probability it may be worth ex­
ploring again to see if other approaches 
can deal with McGee's problem. (McGee 
has subsequently developed a technically 
sophisticated account of the conditional 
probabilities here (1989); it is so sophisti­
cated that I would like to find a simpler so­
lution to the difficulties he raised. It has 
also been faulted by Lance, 199J.9) 

In diagramming McGee's argument it is 
helpful to separate out two items of back­
ground information that clearly contribute 
to the reasoning. I shall use 'U' as before 
to stand for all the unstated assumptions, 
and allow myself the two specified items: 

U I = There are only these two Republicans 
in the contest. 

U2 = The poll data show Reagan ahead of 
Carter who is ahead of Anderson. 

With 'G' standing for 'A Republican will 
win', 'R' for 'Reagan will win', 'C' for 
'Carter will win' and 'A' for 'Anderson 
will win' the diagram for the premises 
would then be: 

(Suppose) uG ) 
+ ) --> (Suppose) uNot R) 

[U] ) +)--> uA 

+ 
G 

[UI] ) 

The diagram for the conclusion, reading 
"detached" as intended by McGee, would be: 

(Suppose) uNot R ) 
+ ) --> uA 

[U] ) 

But it is evident that no one would employ 
this entertained argument; given [U2] (as a 
part of their general acceptance of all of 
[U]), their assertion within the supposition 
that 'Not R' would obviously be 'C'. 

This substantiates Over's (1988) claim 

there is an equivocation between the con­
sequent of the first premise (which drops 
[U2]) and the conclusion (which doesn't). 
How does it come about? The supposition 
'G' restricts [U] in the suppositional conse­
quent of the first premise to rU I) because 
[UI includes [U2] which with 'G' yields 'R'; 
but the new supposition is precisely 'Not 
R', so we cannot be using [U2) from here 
on. But in the detached conclusion the only 
explicit supposition is 'Not R'; we have 
[U2) as a part of our relevant background 
knowledge, so it functions as an additional 
premise, making 'A' an absurd continua­
tion. Whereas in general, [U) can include 
everything relevant and unaffected by the 
explicit supposition, what we see here is 
that when a supposition is made within the 
scope of another supposition the later (U) 
may have to be tailored to fit the whole se­
quence rather than just its own conditional. 

More generally the fact that unstated 
additional premises are often involved in 
the use of conditionals can lead to apparent 
failures of transitivity or other forms of 
logical deviance in conditional reasoning. 
To adapt Mackie's (1980) discussion of the 
nursery rhyme to the effect that if the nail 
had not been lost the kingdom would not 
have been lost, one might say that the un­
stated supplement used in the first step, 'if 
the nail had not been lost, the horse would 
not have been lost', might well have 
dropped out of mind by the time we are 
thinking of what would have happened if 
the battle had not been lost. If so, the "de­
tached" conditional, 'if the nail had not 
been lost, the kingdom would not have 
been lost' might seem unacceptable, and 
so transitivity would be impugned. But 
once we restore the full set of unstated as­
sumptions, which we may normally take to 
be mutually compatible, transitivity returns. 
McGee's example is, however, a case 
where [U] supports 'R'; and as was argued 
above, the appearance of contradiction in 
the wings forces a restricted interpretation 
of the unstated supplement. 
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While the suppositional account of 
conditionals, supplemented as I have 
suggested, allows us to reveal what is 
going on in some of the odd uses philoso­
phers have focussed on, the main point for 
informal logic is that it provides a sensitive 
technique for picturing the reasoning 

involved in standard argumentative uses of 
conditionals, We do not need to be tied 
down to merely reproducing the grammati­
cal appearances; and to the extent that 
our aim is to portray the reasoning a person 
is offering we should not so restrict 
ourselves. 

Notes 

* The author wishes to thank Dr John Williams for 
helpful comments on an earlier version of this paper. 

Fisher does not actually make it a requirement 
that conditional conclusions be given a propo­
sitional treatment, though that is how he al­
ways treats them. One might think that a 
conclusion must be a true or false claim while 
the reasons offered to support it might be al­
lowed to include various speech acts like as­
serting claims within suppositions. But if such 
performances (or rather the acceptability of 
such performances) are allowed to count as 
reasons why should they not be supporting the 
acceptability of another such performance? 

We may note that once suppositions Ii la 
Fisher or Mackie are allowed among the 
premises, the usual account of validity for de­
ductive arguments must be revised somehow. 

We may also note here the possibility that 
the conclusion of an argument is the rejection 
of another argument. This may itself be am­
biguous between a refusal to endorse that ar­
gument and the suggestion that a conflicting 
conclusion would follow from that argument's 
premises (B's negative reply to A's 'P there­
fore Q' might either amount to 'I do not en­
dorse the argument from P to Q' or 'P 
therefore not Q', cf. Richards (1969». But if it 
is the former and if Fisher would let us dia­
gram some such arguments as suppositions 
then why should he demur from diagramming 
B'5 conclusion as a rejected supposition? 

1 must admit that it is not obvious how best 
to diagram such conclusions, but the main 
point now is that they are a frequent occur­
rence in the sort of writing Fisher is analysing. 

There is perhaps a suggestion of a reason 
for Fisher's practice in his remarks (p. 90) 
about unasserted conditionals as conclusions 
(concluding 'ifP then Q' from reasoning to 
'Q' from the supposition 'R' and another 
premise 'P' that might be either asserted or 

merely supposed), Since the reasoning to 'Q' 
relies on the undischarged supposition 'R', 
Fisher says that 'if P then Q' must remain un­
asserted. His style of diagramming would not 
easily allow him to show the whole of a condi­
tional, understood as a supposition, as itself 
unasserted; but that may only be a reason to 
adopt a different diagram. 

2 Since preparing this paper for the second ISSA 
conference I have come across Barwise's 
(1986) discussion of conditionals in terms of 
"parametric constraints" anchored to the pre­
vailing background provided by the context of 
language use. This seems consistent with the 
ideas mooted here, at least given the brico/eur 
attitude to the tools for informal logic I have 
advocated elsewhere (1986); Barwise, for in­
stance, claims that rules of inference may fail 
when the background conditions are shifted. 
which is my diagnosis of McGee's examples. 

3 He claims that this construction signals the 
"robustness" of '(either not P or Q)' to 'P', I.e. 
that the (high) probability of '(either not P or 
Q)' is not much affected by coming to know 
that 'P'. 

4 1 retain here the now traditional terminology, 
while noting the criticisms levelled at the theo­
ries typically embedded within it (Bennett 
(1988) based on work by Dudman). I should 
also acknowledge that Jackson's account is ex­
plicitly restricted to indicative conditionals. 

5 I have turned Fisher's actual diagrams through 
90° and made a few other trivial changes for 
ease of typing. He uses capital letters for state­
ments; superscripted 'u' to mark unasserted 
statements; brackets and '+' to show that state­
ments are to be taken together; square brackets 
to indicate unstated components; and an arrow 
to represent the support offered by the premis­
es to the conclusion. 
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6 What this diagram still fails to bring out is that 
the supposition is not entirely irrelevant to 'V', 
the vexation in part arises from the differen­
tials. Perhaps the thinking, if not the verbal ex­
pression, would be better reflected thus: 

A) 
+ ) ---> (suppose) uS ) 

[Ul] ) + ) 
(suppose) uD ) ---> uV 

+) 
[U2] ) 

Or perhaps '5' is not within any supposition. 

7 I am here using the terminology offered by 
Geach (1979) to distinguish arguments con­
structed from other arguments (themata) from ar­
guments constructed from statements (schemata). 

8 The problem can also be revealed by allowing 
ourselves three statements: 

'C' 'Carter is elected' 
'L' = 'Carter is elected by a large margin' 

(which entails 'C') 

'5' 'Carter is elected by a small margin' 
(which entails 'C') 

Here, 'Not L' = '(5 or Not C), and 'Not S' 
= '(L or Not C)'. The premise is 'if C then Not 
L' (i.e. 'if C then 5 or Not C', but since 'Not C' 
would be silly we must take this as 'if C then 
5'). If we contrapose what has now been un­
derstood by the premise, viz. 'if C then 5', we 
get 'if Not 5 then Not C', i.e. 'if (L or Not C) 
then Not C'. But we cannot adopt 'L' since this 
repeats the silliness rejected in understanding 
the premise, so we are left with the tautologi­
cal reading. But these adverbial modifications 
cry out for a more delicate treatment. 

9 Lance's diagnosis of McGee's technical error 
is that there may be probabilistic dependencies 
between distinct conditionals, including 
pairs whose antecedents are incompatible, 
which cannot be read off from the probabilities 
of the individual statements, because of the 
way conditionals operate on the basis of one's 
general view of the world, i.e., roughly my [U]. 
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