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PAPER

A Network Intrusion Detection Approach Using Extreme 
Gradient Boosting with Max-Depth Optimization  
and Feature Selection

ABSTRACT
Network intrusion detection system (NIDS) has become a vital tool to protect information and 
detect attacks in computer networks. The performance of NIDSs can be evaluated by the number 
of detected attacks and false alarm rates. Machine learning (ML) methods are commonly used 
for developing intrusion detection systems and combating the rapid evolution in the pattern of 
attacks. Although there are several methods proposed in the state-of-the-art, the development of 
the most effective method is still of research interest and needs to be developed. In this paper, 
we develop an optimized approach using an extreme gradient boosting (XGB) classifier with 
correlation-based feature selection for accurate intrusion detection systems. We adopt the XGB 
classifier in the proposed approach because it can bring down both variance and bias and has 
several advantages such as parallelization, regularization, sparsity awareness hardware opti-
mization, and tree pruning. The XGB uses the max-depth parameter as a specified criterion to 
prune the trees and improve the performance significantly. The proposed approach selects the 
best value of the max-depth parameter through an exhaustive search optimization algorithm. 
We evaluate the approach on the UNSW-NB15 dataset that imitates the modern-day attacks of 
network traffic. The experimental results show the ability of the proposed approach to classify-
ing the type of attacks and normal traffic with high accuracy results compared with the current 
state-of-the-art work on the same dataset with the same partitioning ratio of the test set.

KEYWORDS
classification, extreme gradient boosting, feature selection, machine learning, network 
intrusion detection, optimization

1	 INTRODUCTION

Since cyberattacks are growing at an alarming rate [1–3], network intrusion detec-
tion is a significant research area. In order to suggest important strategies for thwarting 
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malicious damage-causing cyber activity, several studies and approaches have been 
placed forward. However, when cyber-attacks escalate in complexity, the current solu-
tions fall short of solving the issue. Due to the sophistication of cyber-attack vectors, tra-
ditional and simple defensive strategies such as firewalls, authentication, and antivirus 
appear to be ineffective [4]. The application of classification algorithms can be used to 
solve the significant decision-making problem of network intrusion detection [5, 6].

In the field of network intrusion detection, several machine learning algorithms 
have been used, including fuzzy logic, neural networks, support vector machines, 
Naive Bayes, K-nearest neighbors, and decision trees [7]. The performance of differ-
ent procedures can be improved whenever an ensemble approach or a combination 
of several classifiers is used. A well-known machine learning strategy is the ensem-
ble paradigm, which uses various algorithms to enhance predictions. The use of the 
ensemble paradigm has also been shown in some studies to be useful in increasing 
detection accuracy and speed [8–10].

In the same context, the suggested method emphasizes the use of a supervised 
machine learning concept to introduce a classification approach based on a notion 
known as stacking or stacked generalization. Stacked generalization is beneficial 
because it relies on merging predictions from various single classifiers, which can 
also significantly enhance the generalization, as shown in [11–13]. The benefit of 
stacking was discussed in the context of protein classification, and the desired accu-
racy was attained [14]. Classifier ensembles or committees provide better results than 
individual classifiers by controlling the bias and variance more skillfully [15–17].

The performance of SVM was compared to that of classification methods such as 
J48, AdaBoost, random forest, logistic regression, and BayesNet. It was obvious that 
every combination method that used SVM gave results that were superior to those 
of using SVM alone [18]. Using the MAWILab dataset, the super learner ensemble 
learning algorithm was implemented, producing better predictions [19]. Stacking 
is an example of an ensemble learning paradigm that takes into account multiple 
machine-learning methods, uses a meta-model to merge prediction results from var-
ious algorithms, and subsequently increases performance. The effectiveness of the 
detection process can be improved by combining the benefits of various algorithms 
[20]. The stacking technique has been used to identify malware on mobile devices, 
and the accuracy and F1-measure have been improved [21].

2	 RELATED WORK

In order to develop applicable network intrusion detection using effective 
machine learning algorithms, several approaches have been proposed by research-
ers. An overview of these strategies that aim to boost performance overall is pro-
vided in this section. The use of neutrosophic-based logic classifier, which is an 
extension of fuzzy logic, has been proposed as a new approach for network intru-
sion detection, containing an ensemble design. To create the rules, a genetic algo-
rithm was employed. In comparison to other methods, the aforementioned design 
might reduce the false-alarm rate to 3.19% [22].

A well-known classifier called the support vector machine (SVM) can classify 
from a small number of samples while still making the best predictions [23]. Using 
an intrusion detection dataset collected by a basic security module (BSM) for audit-
ing data of the Defense Advanced Research Projects Agency (DARPA), Chen et al. 
[24] showed that SVM outperformed the artificial neural network (ANN)-based 
model in terms of detection rate. This is because SVM can achieve better through 
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comparatively fewer data and can perform faster than ANN, which needs a lot of 
training data. SVM is known to be particularly good at a binary classification task, 
but when used in conjunction with the other classifiers, it can also produce better 
classification results for a multiclass classification task.

Combining two separate models can result in better performance, as was shown 
by an ensemble strategy using multilayer perceptron with radial basis functions. 
The hybrid model developed by Govindarajan and Chandrasekaran [25] appeared 
more accurate when compared to individual models. The University of New Mexico 
created a dataset for this study that included both typical and unusual mail applica-
tion trace data.

A system for intrusion detection was created by combining SVM and K-nearest 
neighbors (KNN). An ensemble design that achieved an enhancement of 0.756% 
in accuracy as compared with practical swarm optimization (PSO) was created 
using weights generated by PSO [26]. An adaptive intrusion detection strategy was 
created by Rangadurai Karthick et al. [27] by fusing hidden Markov and naive 
Bayesian methods.

According to experimental findings, the combinative analysis approach men-
tioned above produced successful outcomes and effectively learned the nature of net-
work traffic. The hybrid model was implemented using traces from the DARPA and 
Center of Applied Internet Data Analysis (CAIDA) datasets. To lessen the bias typically 
found in class-wise predictions, a two-step hybrid approach for a binary classifica-
tion task using KNN was proposed. In this method, KNN is utilized to categorize those 
instances whose classes are left undetermined in step one, while step one is used for 
binary classification and the additional module to identify abnormal cases [28].

Malik et al. [29] proposed a hybrid intrusion detection method that uses ran-
dom forest (RF) and binary particle swarm optimization (BPSO) to categorize probe 
attack patterns. The effective search optimizer BPSO and the effective classifier RF 
both helped to improve performance. Eight other classifiers were compared to this 
method, and it was interesting to see that the BPSO-RF combination outperformed 
the individual classifiers. Zhou and Cheng [30] proposed an ensemble model using 
C4.5 and random forest with forest penalizing attributes (FPA).

The average of probability (AOP) algorithm was used in this study to combine 
the results of various classifiers using the cutting-edge intrusion detection dataset 
CICIDS2017. Results showed an extremely positive increase in accuracy of 96.76%. 
By combining a genetic algorithm with decision trees, Khammassi and Krichen [31] 
were able to conduct an insightful study in which the genetic algorithm served as a 
search strategy and the decision trees served as a classification tool. Using the UNSW 
NB-15 dataset, it was found that this method had an accuracy rate of 81.42% and a 
false alarm rate of 6.39%. Rajagopal et al. [32] used a two-class neural network to 
implement the binary classification task of network intrusion attacks. They demon-
strated the importance of several combinations of UNSW NB-15 dataset features. 
Their results concerning to feature reduction achieved 97% of accuracy using 23 fea-
tures. Gudla et al. [33] proposed a framework for attack detection using a long short-
term memory deep leaning (LSTMDL) model. The authors found that the LSTMDL 
model achieved 94.11% of accuracy on UNSW-NB15 dataset divided into 80% for 
training and 20% for testing. Recently, Kumar and Sharma [34] used a multilayer 
perceptron (MLP) architecture with a grid search technique for intrusion classifi-
cation. They achieved a competitive performance result up to 98.10% of accuracy; 
however, the MLP network architecture may be stuck in the local minimum, and it 
may not be able to boost its accuracy over a particular threshold. Moreover, MLP 
network architecture is sensitive to the randomization of the initial weight values.
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3	 PROPOSED APPROACH

The approach starts with loading the values of the network traffic extracted fea-
tures. The methods of the research approach are given in Figure 1 and described in 
the following subsections. The output of the approach is the class label of the net-
work traffic, which are Abnormal or Normal class label.

Pearson Correlation Coefficient-based
Feature Selection Method

Extreme Gradient Boosting (XGBoost)
Classification Method

Load network traffic data
features with their values

Classification Result
(Abnormal or Normal Traffic)

Data Pre-processing Stage

Exhaustive Search-based Model
Max-Depth Tuning Algorithm

Fig. 1. The flowchart of the research approach methods

3.1	 Data pre-processing method

The data pre-processing method of the proposed approach is required and 
it includes three main steps: data cleaning, data type conversion, and normaliza-
tion. In data cleaning, the data with null values are dropped. Data type conversion 
maps the values of categorical features to numerical values using one-hot-encoded. 
Because the features have values with different ranges and may affect the accuracy 
of the model, the normalization step is necessary. The values of the feature are nor-
malized using a min-max scaler to be in the range of [0, 1].

3.2	 Pearson correlation coefficient-based feature selection method

The process of choosing which features to use in model construction is known as 
feature selection. These features must be consistent, non-redundant, and relevant. 
As the size of dataset features and their variety continue to increase, it is crucial to 
reduce the size systematically. Improving the performance of predictive models and 
lowering computational modeling costs are two main objectives of feature selec-
tion. Numerous techniques can be applied to feature selection, and they can be cat-
egorized into three groups: filtered techniques, wrapper techniques, and embedded 
techniques [35]. Independent of the selected predictor, the subsets of variables are 
chosen in the filtered methods as a pre-processing step. The embedded methods per-
form variable selection during the training process and are typically specific to given 

https://online-journals.org/index.php/i-jim


	 124	 International Journal of Interactive Mobile Technologies (iJIM)	 iJIM | Vol. 17 No. 15 (2023)

Hassan et al.

learning machines, whereas the wrapper methods use the learning machine of inter-
est as a black box to score subsets of variables according to their predictive power. The 
Pearson Correlation Coefficient (PCC)-based filtered method is used in the proposed 
approach because it is quicker than wrapper and embedded methods and robust 
against over-fitting, which could introduce bias [36]. Pearson’s correlation coefficient 
is a statistical model, represented by r value. It returns a value that represents the 
degree of correlation for any two variables [37]. Taking the covariance between the 
features and the predictor and dividing it by the sum of their standard deviations 
yields the Pearson correlation coefficient. The change of scale in the features does not 
affect the coefficient. The output of the method contains the features and their scores, 
as ranked by predictive power. The scores are in the range between 0 and 1 and a 
threshold value between them can be used as a filter to select the best features.

3.3	 Extreme gradient boosting (XGBoost) classification method

Extreme Gradient Boosting (XGB) is an ensemble learning algorithm proposed by 
Chen Tianqi [38]. It uses quadratic Taylor expansion in the loss function and adds a 
regularization term to make the model simpler and reduce overfitting. XGB can auto-
matically use the multi-threading of the central processing unit (CPU) for parallelism, 
and at the same it can process high-dimensional sparse features in a distributed 
manner, making it more accurate and faster than similar algorithms for a wide range 
of applications [39]. The XGB algorithm is an improvement of the gradient-boosting 
decision tree (GBDT), which can be used for both classification and regression prob-
lems [40]. It is considered a scalable machine learning algorithm of the boosted trees, 
which is often used in some large-scale data features with remarkable effect and 
can perform large-scale parallel boosted tree algorithm operations efficiently, flex-
ibly, and conveniently. The parameters of the XGB method are divided into three 
categories, namely general parameters, boost parameters, and learning parameters. 
For boosting the model, it is recommended to optimize the boost parameters of the 
algorithm. The implementation process of the XGB is written in Algorithm 1.

Algorithm 1: The Implementation Process of the XGB

Input: training samples X = {(x1, y1), (x2, y2),..., (xm, ym)}, a maximum number of iterations; regularization 
coefficients, max-depth, and other hyper-parameters.
Output: strong learner f (x);
Begin
For t=1, 2, ..., T do the following steps
Step 1:

–	 Calculate the loss function L of the ith sample (i = 1, 2,.., m) in the current round based on the 
regularization coefficients, max-depth, and other hyper-parameters.

–	 Calculate the first and second derivatives of all samples.
Step 2:

–	 Try to split the decision tree based on the score of the current node, the default score value is 0. The 
score of the node that needs to be split currently is the sum of the first and second derivatives.

Step 3:
–	 Split the sub-number based on the division feature and eigenvalue corresponding to the 

maximum value.
Step 4:

–	 If the maximum value is 0, the current decision tree is established, and the weights of all leaf regions 
are calculated to obtain the weak learner.

–	 Update the strong learner and enter the next iteration of the weak learner.
–	 If the maximum value is not 0, continue from step 2 to try to split the decision tree.

End
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In the proposed approach, the XGB method is used for classifying normal and 
abnormal networks as an effective model of the network anomaly detection tool.

3.4	 Exhaustive search-based model max-depth tuning method

This subsection explains the method used to find the best value of XGB’s max-
depth hyper-parameter using an exhaustive search (ES) algorithm [41]. The ES algo-
rithm is a problem-solving brute-force search technique that systematically travels 
all possible solutions in a specific search space instead of randomly guessing all of 
these possible solutions. It is often applied when the search space is discrete. In our 
case, the max-depth will have a value from a range from 1 to n. Algorithm 2 states 
the pseudo code to accomplish the steps of max-depth optimization.

Algorithm 2: Max Depth Optimization of XGB Using ES

Input: training samples X = {(x1, y1), (x2, y2),...,(xm, ym)}, test samples Y = {(x1, y1), (x2, y2),...,(xm, ym)}, the 
maximum number of iterations T, regularization coefficients, and other hyper-parameters, the maximum 
number of max-depth N.
Output: strong learner fj (x) with maximum Accj;
Begin
For j=1, 2, ..., N do the following steps
Step 1:
 For t=1, 2, ..., T do the following steps
  Step 1.1:

–	 Calculate the loss function L of the ith sample (i = 1, 2,.. m) in the current round based on the 
regularization coefficients, max depth j, and other hyper-parameters.

–	 Calculate the first and second derivatives of all samples.
  Step 1.2:

–	 Try to split the decision tree based on the score of the current node, the default score value is 0. 
The score of the node that needs to be split currently is the sum of the first and second derivatives.

  Step 1.3:
–	 Split the sub-number based on the division feature and eigenvalue corresponding to the 

maximum value.
  Step 1.4:

–	 If the maximum value is 0, the current decision tree is established, and the weights of all leaf 
regions are calculated to obtain the weak learner.

–	 Update the strong learner and enter the next iteration of the weak learner.
–	 If the maximum value is not 0, continue from step 1.2 to try to split the decision tree.

  Step 1.5:
Assign the strong learner f (x) to a list of strong learners fj (x) 

Step 2:
Accj←Compute the accuracy of fj (x) on the test set.
End

4	 EXPERIMENTS AND DISCUSSION

This section presents the experiments of the study to show the performance of the 
proposed approach to detect normal and abnormal network traffic from the selected 
features. The experimental results will be evaluated using a holdout technique in 
which the dataset is divided into two sets: one set for training and the other set for 
testing. Here, the ratio of 80:20 will be used in the experiments. All experiments are 
implemented and coded on a laptop core i7 with CPU 2.20GHz and using Python 
programming language. The following subsection describes the dataset, evaluation 
measures, and experimental results.
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4.1	 Dataset

The UNSW-NB-15 dataset is used to validate the proposed approach. It was cre-
ated in 2015 by Moustafa and Slay [42] in the Cyber Range Lab of UNSW Canberra 
and they argued that it has a better representation of the modern nature of network 
attacks. The dataset contains a huge number of network raw packets produced using 
the IXIA PerfectStorm tool through generating a hybrid of synthetic modern attack 
behaviors and real normal activities [43]. Also, the tcpdump tool was applied to obtain 
100 GB of raw traffic stored in PCAP files. The UNSW-NB-15 dataset has nine forms 
of attacks, namely, Analysis, Fuzzers, Backdoors, Exploits, DoS, Generic, Shellcode, 
Reconnaissance, and Worms. The Bro-IDS and Argus tools are utilized, and twelve 
algorithms are established to create a total of 49 features including two class labels 
with 175341 rows. The first-class label is for normal and abnormal activities and the 
second-class label is for the types of attacks. This study selects the first-class label to 
detect anomalies in the network traffic as a binary classification task. After dropping 
non-important features and rows with null values, the dataset contains 45 features and 
81173 rows. Table 1 shows these features with their data types. Features are catego-
rized into five groups: time features, content features, basic features, flow features, and 
additional generated features. The number of instances and the distribution of normal 
and abnormal classes in the dataset are shown in Table 2 and Figure 2, respectively.

Table 1. Dataset features with their data types

Data Type Feature
Object service, proto, attack_cat, state

Integer id, dpkts, spkts, dbytes, sbytes, dttl, sttl, sload, dload, swin, dtcpb, stcpb, dwin, dmean, 
smean, response_body_len, trans_depth, ct_state_ttl, ct_srv_src, ct_src_dport_ltm, ct_ftp_
cmd, ct_dst_ltm, ct_flw_http_mthd, ct_dst_sport_ltm, ct_src_ltm, ct_srv_dst, ct_dst_src_ltm

Float sloss, rate, dur, dloss, dinpkt, sinpkt, tcprtt, sjit, djit, ackdat, synack 

Binary is_ftp_login, is_sm_ips_ports, label

Table 2. The number of instances in the dataset

Class Label Number of Instances
Abnormal 61685

Normal 19488

Total 81173

Fig. 2. The distribution of normal and abnormal classes in the dataset
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4.2	 Evaluation measures

A number of evaluation measures such as precision, recall, accuracy, and 
F1-measure are calculated from the classification results. These measures are 
obtained using the equations listed below:

	 Percision
TP

TP FP
�

�( )
	 (1)

	 Recall
TP

TP FN
�

�( )
	 (2)

	 Accuracy
TP TN

TP FP TN FN
�

�
� � �
( )

( )
	 (3)

	 F measure
Recall Precision

Recall Precision
1 2� �

�
�

�
�

�

�
�*

* 	 (4)

where TP, FP, FN, and TN are the true positive, false positive, false negative, and 
true negative cases, respectively.

The above measures are computed based on the confusion matrix. The confusion 
matrix of classification is employed to obtain the number of true positives and false 
negatives in the test set of network traffic instances. For precision, true and false 
positives are classified accurately by dividing the number of true positives by the 
number of true positives and adding the number of false positives. For recall, the 
completeness of true positives and false negatives is given by dividing the number 
of true positives by the number of true positives and adding the number of false 
negatives. The F1-measure merges the recall and precision of classifier’s results into 
a single metric using Eq. (4). In addition, the accuracy is another metric gives the 
fraction of correct classification results for the model. Mathematically, it is computed 
by the number of instances, which are correctly classified divided by the total num-
ber of instances.

4.3	 Evaluation results

After applying the proposed approach methods to the experimental dataset, 
the data pre-processing method ensures that the dataset is cleaned by check-
ing the null values of the features. If some rows have null values, they will be 
removed. Also, the data pre-processing method converts the values of categorical 
features into numerical values using the one-hot-encoding technique and nor-
malizes all feature values to be in the range of 0 and 1. Then, the Pearson cor-
relation coefficient-based feature selection method is used in which the features 
with correlation coefficient scores more than or equal to 0.2 with the target class 
label are selected. Table 3 presents the selected features with their correlation 
coefficient scores.
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Table 3. Selected features with their correlation coefficient scores

Feature Correlation Coefficient Score
ackdat 0.203839

service_ftp-data 0.212381

service_ssh 0.224627

service_dns 0.225843

swin 0.227784

dwin 0.227784

proto_tcp 0.227784

proto_udp 0.227784

state_FIN 0.228613

dmean 0.240989

sload 0.334562

dload 0.343910

rate 0.344535

ct_src_ltm 0.368486

ct_dst_ltm 0.387358

ct_src_dport_ltm 0.444874

ct_srv_dst 0.459984

ct_srv_src 0.463153

ct_dst_src_ltm 0.463735

ct_dst_sport_ltm 0.497234

state_INT 0.546631

state_CON 0.552505

sttl 0.707337

ct_state_ttl 0.801403

To train and test the classification and optimization methods of the approach, the 
dataset is divided randomly into a train set (80%) and a test set (20%) for training 
and testing tasks. Table 4 shows the number of instances in the train and test sets.

Table 4. A number of instances in the train and test sets

Class Label
Number of Instances

Total
Train Set Test Set

Abnormal 49406 12279 61685

Normal 15532 3956 19488

Total 64938 16235 81173

During the experiments, we trained the XGB classifier with the default values of 
its hyper-parameters on the test set. Figure 3 presents the confusion matrix contain-
ing the number of examples that are correctly classified.
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Fig. 3. Confusion matrix of XGB classifier on the test set using the default values of hyper-parameters

From the results of the confusion matrix in Figure 3, Table 5 displays the results of the 
other evaluation measures. It shows that the XGB achieves 98.31% of accuracy, 0.9832 of 
weighted average precision, 0.9831 of weighted average recall, and 0.9830 of weighted 
average F1-measure. Also, we can see that the model attains 0.9839 of macro average 
precision, 0.9702 of macro average recall, and 0.9768 of macro average F1-measure.

Table 5. The experimental results of the proposed approach using the default values of XGB hyper-parameters

Class Label Precision Recall F1-Measure
Abnormal 0.9825 0.9954 0.9889

Normal 0.9852 0.9449 0.9646

Accuracy 0.9831

Macro avg. 0.9839 0.9702 0.9768

Weighted avg. 0.9832 0.9831 0.9830

To validate the optimization task of the approach, an experiment is conducted to 
select the best value of the XGB’s max-depth hyper-parameter. We trained and tested 
the XGB using an exhaustive search algorithm with different values of max depth 
starting from 1 to 25. Figure 4 shows the confusion matrix of the XGB classifier on the 
test set with a max depth equal to 17 and default values of the other hyper-parameters.

Fig. 4. Confusion matrix of XGB classifier on the test set using the best value of max-depth and default 
values of other hyper-parameters
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From the results of the confusion matrix in Figure 4, we can see that the opti-
mized XGB achieves 98.66% of accuracy and 0.9866 of weighted average precision, 
recall, and F1-measure. Also, we can notice that the optimized model attains 0.9846 
of macro average precision, 0.9790 of macro average recall, and 0.9818 of macro 
average F1-measure as shown in Table 6.

The high results of the macro average of the optimized XGB classifier confirm that 
the proposed approach has a high performance to distinguish between abnormal 
and normal network traffic.

Table 6. The experimental results of proposed approach using the best value of max-depth and default 
values of XGB hyper-parameters

Class Label Precision Recall F1-Measure

Abnormal 0.9885 0.9939 0.9912

Normal 0.9807 0.9641 0.9723

Accuracy 0.9866

Macro avg. 0.9846 0.9790 0.9818

Weighted avg. 0.9866 0.9866 0.9866

To compare the performance results of optimized XGB classifier of the proposed 
approach with the Gradient-boosting decision tree (GBDT) classifier, Table 7 pres-
ents the experimental outcomes of GBDT in terms of precision, recall, accuracy and 
F1-measure.

Table 7. The experimental results of proposed approach using GBDT classifier

Class Label Precision Recall F1-Measure

Abnormal 0.9708 0.9991 0.9847

Normal 0.9969 0.9067 0.9497

Accuracy 0.9766

Macro avg. 0.9839 0.9529 0.9672

Weighted avg. 0.9772 0.9766 0.9762

The accuracy of the proposed approach is also compared with the accuracy 
result of some recent work developed for intrusion detection. Table 8 shows that the 
approach of our work achieves a high accuracy result (highlighted with black bold 
font) compared with the approaches and models proposed in [32–34] on the same 
dataset with the same partitioning ratio of the test set.

Table 8. Accuracy of the proposed approach compared with the accuracy result of some cited recent work

Research Work Method/Approach/Model Accuracy

Rajagopal et al. [32] Two-class neural network 97%

Gudla et al. [33] LSTMDL 94.11%

Kumar and Sharma [34] MLP with Feature Selection 98.10%

This work Optimized XGB with Feature Selection 98.66%

https://online-journals.org/index.php/i-jim
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5	 CONCLUSION AND FUTURE WORK

In this paper, an optimized approach using XGB classifier with correlation-based 
feature selection is developed to detect normal and abnormal traffic in intrusion sys-
tems. The developed approach optimized the max-depth parameter of XGB as a spec-
ified criterion to prune its trees and improve its performance significantly. The best 
value of the max-depth parameter is selected using an exhaustive search algorithm. 
The Pearson correlation coefficient-based method is used for feature selection and the 
attributes with more than or equal to 0.2 correlation coefficient with the target class 
label are selected as significant features. The approach is evaluated through a number 
of experiments conducted on the public UNSW-NB15 dataset that imitates the mod-
ern-day attacks of network traffic. The categorical attributes of the dataset are converted 
to numerical attributes using one-hot-encoded. In the evaluation experiments, the data-
set is divided into two parts: 80% for testing and 20% for testing. The experimental 
results show the ability of the proposed approach to classify normal and abnormal 
traffic with high accuracy results (98.66%) compared with the current state-of-the-art 
work on the same dataset with the same partitioning ratio of the test set. In future work, 
the proposed approach will be applied on more than one dataset and will be used to 
classify the different types of attacks included in the abnormal network traffic inputs.
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