
Paper—Machine Learning Models to Predict Students’ Study Path Selection

Machine Learning Models to Predict Students’ 
Study Path Selection

https://doi.org/10.3991/ijim.v16i01.20121

Amir Dirin1(*), Charlese Adriana Saballe2

1Digital Economy Department, Haaga-Helia University of Applied Science, Helsinki, Finland
2Zolando.Com

amir.dirin@haaga-helia.fi

Abstract—Selecting a proper study path in higher education is a difficult 
task for many students. They either have a lack of knowledge on the study path 
offered or are unsure of their interest in the various options. The current educa-
tional setups enable us to collect valid and reliable data on student success and 
learning behaviour. This study explores and solves the problem of what path to 
select by proposing possible study paths with the help of machine learning algo-
rithms. Learning analytics (LA) and educational data mining (EDM) are tech-
nologies that aid in the analysis of educational data. In this quantitative study, 
we applied a questionnaire to collect data from students at the Business Infor-
mation Technology Department (Bite) at the Haaga-Helia University of Applied 
Science. We managed to collect 101 samples from students during 2017–2018. 
We used various machine learning algorithms and prediction models to assess 
the best approach for study path selection. We applied three performance scores 
of accuracy, Cohen’s Kappa, and ROC curve to measure the accuracy of the 
algorithm results. KNIME analytics was selected as a proper tool to pre-process, 
prepare, analyse, and model the data. The results indicate that Random Forest 
(94% accuracy) and Decision Tree (93% accuracy) are the best classification 
models for students’ study path selection. The contribution of this study is for 
educational data mining research to assess the comparison of various algorithms. 
Furthermore, this is a novel approach to predict students’ study path selection, 
which educational institutes should develop to assist students in their study 
path selection.

Keywords—educational data mining, decision trees, random forest, logistic 
regressions

1	 Introduction

Technological advancements in recent years have enabled educational institutes to 
collect data about students’ performance and behavior even at the early age, e.g., [1]. 
Machine learning (ML) algorithms and approaches assist in identifying patterns and 
predicting the student’s future performance based on collected data. Machine learning 
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data-driven analysis has become popular in the educational context for improving edu-
cational offerings. However, selecting the proper algorithms in machine learning is 
very important; hence, many algorithms have been developed and evaluated to assess 
the most accurate one for the given dataset.

 Data mining in the educational context has become very popular in recent years 
due to the fact that data collection on students’ performance and behaviour has become 
easier than ever before. Contemporary educational infrastructures such as online regis-
tration, online learning, and tracing students’ activities and performance have enabled 
researchers to collect valid and reliable data. Educational data mining (EDM) aims to 
assist researchers in this field in carrying out various analyses and predictions. This 
initiative has resulted in educational institutes fulfilling students’ needs more efficiently 
and effectively [2]. The Finnish Ministry of Education recently launched its Vision 
2030 (FEC, 2017) for higher education to develop innovative digital learning plat-
forms. [3] reviewed data mining from 1995 to 2005 in an education context. Their 
findings indicate that various data mining approaches have been applied since 1995. 
Data mining is done with either statistical, clustering, classification, or outlier detection 
using various mining techniques such as association rule, patterning, and text mining. 
All these efforts aim to ease the education offering and facilitate the learning and teach-
ing process more efficiently and effectively.

After the first semester, students often choose their academic path. For some stu-
dents, making a decision is difficult, especially when the provided study route is unfa-
miliar. [4] identified factors that impact the selection of study paths: the experience, the 
habit, the instructor’s role, the ability, the curriculum and the university atmosphere and 
the study culture. Figure 1 presents the process for selecting the study path by students 
at the business information technology (Bite) at Haaga-Helia University of Applied 
Science (HHUAS).

Fig. 1. Study path selection process at BITe degree program at HH UAS

 In line with this, [5] also recognized that the students’ selection is mainly on the 
basis of the student’s prior knowledge, student’s judgement of their own competence, 
and student’s own career preferences. [5] revealed that students often engaged with 
peers and educational institutes through social media to collect information on the 
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university’s offered study path or forthcoming courses. Nonetheless, deciding on a 
study path selection is stressful and difficult for students. Students’ motivation suf-
fers as a result of this circumstance, particularly in their first year of college. [6] have 
demonstrated that students’ motivation drops due to the development of high pres-
sure over time. [7] concluded that students need group counselling for study paths and 
major selections.

In this article, the study path refers to the study modules that universities provide to 
students as part of their B.Sc. degree curriculum. This research aimed to create a pre-
diction model using machine learning algorithms and statistical analysis. We collected 
data from students in two different study paths from the (Bite) department at HHUAS. 
The selected case study paths were digital service design (DSD) and software devel-
opment (SW), which students need to decide on in the second semesters. In this study, 
we examined various statistical techniques to determine the most accurate and efficient 
models to predict students’ preference for study paths. The results of this study help 
students to select the right study paths. Additionally, it assists the degree programs in 
anticipating students’ expectations regarding course implementation.

2	  Related studies

2.1	 Structure of UAS degree program and study path selection

 Studyinfo.fi [8] provides in-depth details about the University of Applied Science 
(UAS) in Finland. For students with solid knowledge, UAS offers research opportu-
nities within the selected study path. In addition, professional studies help students to 
develop in-depth competences in the selected major/s. On the other hand, students are 
obliged to pass elective studies offered by a home degree program or any other UAS. 
Furthermore, during the practical training period, students receive hands-on experience 
in industry. Finally, the student is required to complete a final thesis, which is often 
based on the student’s own study path and major selection.

There are many reasons that students select certain study paths. For example, [9] 
identified that female students select the study path based on their aptitude for the sub-
ject, while male students focus on job opportunities and job status. In alignment with 
this study, [7] revealed that students’ personal motivation and intrinsic and extrinsic 
work values affect their choices for study path selection. [9] developed a proof-of-
concept computerized prototype for the academic advising process and the study path 
selection. [10] created a data mining model to analyse knowledge and help students in 
their major selection process.

2.2	 Data mining

Never before has the data been generated in such high volumes as it is today. Data 
mining refers to extracting knowledge from datasets. The aim is to explore knowledge 
that is hidden in the data, for example, patterns among data. This knowledge helps 
in making reliable and accurate predictions and hence decisions for further actions. 
[11] defines data mining as identifying and discovering interesting, unexpected, and 
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valuable structures in a large database. The general process of data mining is presented 
in Figure 2.

Fig. 2. The general process of data mining

The most essential step is to collect reliable and accurate data. Next is the data 
preparation, in which proper data are selected. The pre-processed phase makes the data 
clean, for example, by filling or ignoring the vacancy value of data and removing the 
irrelevant data. Finally, proper data mining methods are applied to extract information 
and hence knowledge for prediction or for making decisions. Many methods and tech-
niques have been developed to ease data mining over time, for example, clustering 
[13] in which similar and related data are grouped and categorised. Similar to this, 
time-series data mining [14] seeks to extract meaningful knowledge from the data over 
time. Data mining has been applied in various domains, such as the medical, science, 
and educational contexts. Regression trees [15] are a static method for constructing 
a predicational model; this method is more suitable for dependent variables that take 
continuous or ordered discrete values. The regression model is an iterative process that 
divides the data into branches and iteratively makes a smaller group. There are many 
approaches for neural network data mining [16]; however, fuzzy neural networks and 
self-organization are the most used approaches.

2.3	 Data mining in the education context

The world is overwhelmed with data—medical data, scientific data, financial data, 
marketing data, and educational data. These data are assets to the stakeholders’ suc-
cess if they are properly processed and analysed. Data mining means applying a set 
of methods to process complex data in a database. Data mining techniques have been 
widely investigated and developed in recent years [12]. According to [13], educational 
data mining (EDM) is a research field that performs computational analysis on data that 
originate in an educational context. A review of the literature on EDM indicates that 
many statistical and clustering approaches have been developed to help educational 
institutions [20]. The EDM aimed at helping students and educators to understand the 
essential needs for offering a proper learning environment and the development of 
competence. [14] have identified that EDM increases graduation rates, to making peda-
gogical decisions, and optimizing students’ success. A prediction model is widely used 
in different fields of study, such as finance [15] and [16]. In the educational context, 
data mining in recent years has increased significantly due to the availability of various 
data mining and data analytics, such as [17], which applies big data analysis to study 
challenges in higher education. Likewise, [18] investigated the role of learning ana-
lytics and educational data mining in communication and collaboration. [19] believed 
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that the evolution of big data affected learning in higher education. Table 1 presents a 
summary of the EDM adapted from [20] and extended by the authors. Machine learning 
is a sub-discipline of artificial intelligence, which implements an algorithm that learns 
from an input source and predicts the output accordingly. [28] considered machine 
learning as enabling computers to make successful predictions using past experiences. 
To make an accurate and reliable prediction, computers must acquire knowledge. This 
knowledge is constructed through continuous training and testing of the selected data. 
Training is the process that enables the system to learn. Its performance depends on 
the type of training, background knowledge, and learning algorithms. To achieve this, 
there are two main options: modeling and optimization. In modeling, we apply standard 
algorithms and techniques to predict based on the existing data set on business needs. 
The output from modeling is, therefore, a trained model, which can make inferences 
and predictions from a new data set, for example, live stream. Data-intensive machine 
learning methods have been adapted in science, technology, and commerce [21]. The 
success of the prediction also depends on the adapted algorithm and the datasets. The 
algorithms are divided into supervised and unsupervised learning. In supervised learn-
ing, the machine is trained to use data that are well labelled, while in unsupervised 
training, data are not labelled. In general, supervised learning is used for prediction, and 
unsupervised data are used for analysis.

2.4	 Machine learning

Machine learning is a subset of AI that has become popular with the fast growth of 
data sets. Statistics is the foundation of machine leaning, upon which ML is built. The 
quality of the machine learning performance depends on the accuracy of the datasets, 
the processing power, and the amount of training data set [22]. The amount of data 
set impacts how accurately recurring patterns and the correlations among the data are 
identified. Machine learning is categorized into three main groups. First, “supervised 
learning,” often called the ‘task-driven approach’, for which the objective is known. 
Classification and regressions are the main approaches for supervised learning. In clas-
sification, the data is attributed to a specific label in which the output is either nominal 
or discrete. On the other hand, regression is employed to predict unknown elements on 
the basis of the existing observations. The second group is unsupervised learning, or the 
‘data-driven approach’. We do not need to define goals; the patterns are identified 
through clustering or associations. This is an approach that allows us to identify hidden 
patterns. Finally, reinforcement learning is the third type of ML focus in training AI to 
perform complicated tasks through a reward system. The decision is made through trial 
and error that the algorithm optimizes itself, learning from the previous iterations. Deep 
learning is a subset of machine learning that is inspired by the structure of the human 
brain using a neural network (NN). The most common ML algorithms that are used 
especially in the educational context are predictions: prediction algorithms are often 
applied for supervised learning either in classification or regression. In this approach, 
we use the features and the interrelation among these data to define the key variable. 
Specifically, we use linear regression, decision tree, support vector machine (SVM), 
and k-nearest neighbour (KNN):
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•	 Linear regression is the most basic prediction model and is based on dependent and 
independent variables. We use training data as a basis, and accordingly, a linear 
equation is created to fit the observation as closely as possible by applying the least 
square method. The aim is to minimize the sum of the errors, which are the differ-
ence between the estimations and their projections.

•	 Logistic regression, on the other hand, is applicable when the outcome variable is 
categorized, referred to as binomial logistic regression.

•	 The decision tree is also a classification model, which categorizes the data and pres-
ents the results in a tree-like structure. It consists of a root node and then divides into 
sub branches, which represent more nodes.

•	 Random forest is an algorithm in which it uses a tree learning method for classifica-
tion and regression to construct a multitude decision tree.

2.5	 Data mining tools

The challenges associated with analyzing data have led to the development of vari-
ous statistical and data mining tools. The most well-known data mining tools are IBM 
SPSS [30] and R [23], which are statistical and graphical software for data mining. 
KNIME Analytics Platform [24] and Bayesian labs [25]. These tools are applied based 
on the nature of the data and the purposes of the analysis. These tools also contain 
robust educational data mining features and capabilities.

2.6	 Motivation theory

Motivation refers to the individual’s internal processes that help to sustain behaviour. 
The attempt to identify and develop models and theories of motivations has a long his-
tory. These theories are rooted in factors of psychological and physiological motivation. 
Some of the motivational theories are discussed below. [26] showed that perceived suc-
cesses and failures share three common properties: locus, stability, and controllability. 
All these properties affect common emotional experiences such as anger, gratitude, guilt, 
pride, pity, and shame. [35] The theory of human motivation categorizes human needs 
as basic physiological requirements, safety, belonging, esteem, and self-actualization. 
Maslow asserted that these needs must be satisfied. Therefore, through motivational 
theory, we are able to justify the reasons behind people’s behaviour. Cognitive evalu-
ation theory investigates extrinsic or intrinsic motivation [27]. This theory endeavours 
to explain the external impact on individual internal motivations. This theory has been 
widely used in education to identify the intrinsic and extrinsic factors that affect stu-
dents’ motivations. Motivational factors in the context of education have also been 
investigated thoroughly by [28]. In accordance with the recommendation of a theo-
retical framework of students’ motivations, performance, and behaviour, there have 
been extensive activities of machine learning algorithms and data mining modeling. 
For example, behavioural modeling [29], prediction of performance [30], predictions 
of dropout rates [31], and improvement of assessments [32] For contemporary students, 
the extrinsic impact has mainly been rooted in the impact of smart gadgets on students’ 
motivation and performances. One example is a [42] study of Facebook absorption on 
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student achievement. [29] identified methods for recognizing patterns in educational 
data, such as clustering, regression (logistic/multiple), and discovery models.

3	 Research questions and methods

The aim of this study is to use various statistical modeling approaches to find the best 
prediction models for students’ preferences for selecting their study paths modeling.

3.1	 Research questions

This study aims to answer the following questions:

1.	 Are there any accurate data model techniques that would accurately predict students’ 
study path selection?

2.	 Is there a model that classifies or clusters the students based on the study paths, mas-
tery orientation, motivation, or demographic attributes?

The answers to this question help students to select proper study paths and hence 
develop competence for their future careers. Furthermore, the educational institutions 
may apply the results in planning and allocating resources for students.

3.2	 Research methods and questionnaire

In this study, we utilized the CRISP-DM methodology [33]. The CRISP-DM has 
proven to be efficient and has been widely used for data mining workflow processes. 
The CRISP-DM consists of six steps: business understanding, data understanding, 
data preparation modeling, evaluation, and deployment. Furthermore, this quanti-
tative research approach helps us to quantify opinions, beliefs and behaviours along 
with other defined variables. We designed and tailored a questionnaire for collect-
ing data from students in four different courses in business information technology 
(BITe) at Haaga-Helia University of Applied Science. The data were collected through 
a pre-registration survey during February and March 2019. The questionnaire was 
customized from the motivation survey done at the University of Oulu [34] and the 
mastery intrinsic/mastery extrinsic orientation by Niemivirta [28]. The questionnaire 
consisted of two distinct parts. The first part of the questionnaire contained questions to 
collect participants’ basic information, such as age, gender, geographical origin, semes-
ter level, and specialization path. The second part consisted of 26 tailored questions, 
which reflected students’ affinity for either software development (SW) or digital ser-
vice design (DSD) paths, motivation orientation, and career orientation. In the second 
set of questions, we used a 7-point Likert-like scale in which 1 means strongly disagree 
and 7 means strongly agree. The aim of this questionnaire was to identify three kinds 
of statements. The first type expressed a motivational goal (MG). Examples of this type 
are ‘Career development and promotions are important for me’ or ‘Salary means a lot 
to me’. The second type revealed mastery extrinsic orientation (MEO) (using state-
ments like, ‘It is important for me that I get good grades’, ‘An important goal for me is 
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to do well in my studies’, and ‘My goal is to succeed in school’) and mastery intrinsic 
orientation (MIO) (using statements like, ‘I study in order to learn new things’, ‘An 
important goal for me is to learn as much as possible.’ and ‘To acquire new knowledge 
is an important goal for me in school.’ from theories of motivation.

3.3	 Participants

The data were collected as a hard copy from the following courses: Orientation 
to Software Engineering, Programming (Java), User Experience Design, and Digital 
Service Design. Respondents were given time in class to complete the survey. We 
decided to collect data from third-level students and above, since students select their 
study path after the second semester. We reached students through respective classes 
or a WhatsApp group using an online version of the questionnaire, which was created 
in Google Forms. Students participated voluntarily in the study, and the information 
collected was recorded anonymously. A total of 101 samples were collected, which 
represents one-quarter of the BITe student population in 2019. Figure 3a presents 
the gender distributions of the participation, whose age varies between 17–35, and 
Figure 3b presents the country origin of the respondents.
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Fig. 3. a) Gender distribution of the participants; b) Nationality of the participants

Figure 4 presents the distribution of the populations in different courses, e.g., Soft-
ware (SWD), ICT infrastructure (ICT), Digital Service Design (DS), and Business ICT 
(BICT) paths.
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Fig. 4. Study and semester distributions of the samples

3.4	 Data preparation

As a first step, we transferred the data to Excel spreadsheets and then exported the 
data in csv format to KNIME. The analysis process began with a preliminary inspection 
of the gathered data. In this phase, we traced and identified the missing and incorrect 
values in the dataset. Therefore, we use the Most Frequent Value [35] to fix the missing 
values in two rows. Outliers are handled through the Numeric Outlier node in KNIME 
and replaced by the closest permitted values. Furthermore, data were filtered that 
showed only Software Development (SWD) and DSD study paths for binary classifi-
cation, which is required for a logistic regression algorithm. Additionally, to improve 
the accuracy of the prediction in machine learning, we applied z-score normalization to 
rescale the data for standard normal distribution.

3.5	 Data modeling

Dependent Variable: In this study, the students’ study path selection is considered as 
a dependent variable. The variable is not numeric and based on two study paths: soft-
ware development (SD) and digital service design (DSD).

Independent Variable: The first set of independent attributes is related (SWD, DSD 
factors), and the second set, motivational attributes, is based on [37], such as (MG, 
MEO, MIO factors), while the third set of attributes is student demographic variables 
(age, gender, and geographic area).

Approaches:
Linear regression is not a relevant approach for the prediction since the dependent 

variable (SD or DSD) is not numeric. Therefore, we used logistic regression for binary 
outcome (SWD or DSD), which also answers the research question.

Random Forest and decision trees were used to identify students’ categorization of 
study path, mastery orientation, motivational goals, and demographic attribution, such 
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as semester level, gender, age, and geographic area. Furthermore, as the numerical 
variables for the model building technique for the logistic regression, stepwise proce-
dures are used for backward elimination. For logistic regression modeling, the data was 
bootstrapped to have n=2000 to approximate a larger sample size. In the decision trees 
and random forested modeling, the data were bootstrapped to have n=500 in order to 
have enough sample size but also avoid overfitting. The data were partitioned into 80% 
training dataset and 20% testing dataset, which meant for logistic regression that the 
training data was n=1600 and the testing data was n=400.

3.6	 Data analysis

Average scores for the four factors were computed, and exploratory data analysis 
was performed using descriptive statistics, correlation matrix, and boxplot. The data are 
filtered to show only the SW and DSD study paths to ensure the binary classification of 
data, as required by the logistic regression algorithm. We applied z-score normalization 
to rescale the data to get the standard normal distribution with a mean of 0 and a stan-
dard deviation of 1, required for optimizing the logistic regression algorithm. Figure 5 
shows the KNIME workflow for the different phases of the study.

Fig. 5. Workflow of different phases of the data processing

3.7	 Applied machine learning models

In this study, we applied supervised learning techniques along with various model-
ing experiments. We applied logistic regression to predict specialization paths to ensure 
a binary outcome of SW or DSD for the response variable. For classification, random 
forest and decision tree were used to categorize students’ specialization paths. Fur-
thermore, we used a bootstrapping method [36] to simulate a larger dataset. Finally, 
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the results of multiple modeling efforts were evaluated based on three performance 
measures: accuracy, Cohen’s kappa [47], and area under the receiver operating charac-
teristic (ROC) curve [37].

4	 Results

4.1	 Selecting predictors for DSP and SW

The details of the analysis report are presented as B.Sc. thesis work at [38]. We clas-
sified the results into two different factors: comparisons and predictions. We defined 
the numerical variables after performing the essential pre-processing phase, such as the 
most frequent value technique. The next step we pursued was to identify the correct 
predictors for classification for the DSP and SW study path. A sample of the descriptive 
statistics of the numerical variables is presented in Table 1.

Table 1. Sample of descriptive statistics of numerical features

Table 1 presents the minimum, maximum, mean, standard deviation, variance, skew-
ness, and kurtosis values. As indicated in the table, “To acquire new knowledge is an 
important goal for me in school” received the highest mean (6.39) and the lowest vari-
ation (0.77) among the factors. This indicates that participants from the specialization 
paths gave similar ratings for the statement. Therefore, this is not a good predictor for 
the selection of study path since all students were in strong agreement regardless of 
their study path. In line with this, the statement “I am interested in technology” had the 
second-highest mean (6.32) and the second-lowest standard deviation (0.82). This also 
demonstrates that there were high levels of agreement between students’ ratings. The 
analysis of the mean values of the selections of the study path by digital service design 
and software development is presented in Table 2.

Table 2. Sample of mean values for the selection of study paths
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The statement “I enjoy working in an environment where there is always something 
new going on” had a higher mean for DSD (5.77) than for SW (5.63), even though the 
question was targeted for SW groups. The same can be noted for two other factors for 
SW: “I always keep myself up to date on information about new technological innova-
tions” had a higher mean for DS (5.77) than for SW (5.63), and “I would like to invent 
and develop new devices and applications” had a higher mean for DSD (5.87) than 
for SW (5.66). Therefore, these three statements are not good predictors or classifiers 
for SW.

4.2	 Collinearity of the data using correlation matrix

We have applied a collinearity approach to identify the highly correlated indepen-
dent variables. The two statements for the mastery extrinsic orientation, “An important 
goal for me is to do well in my studies” and “My goal is to succeed in school”, were 
strongly correlated, with a measure of 0.69. This means that one of the statements 
should be taken out of the selection to avoid the possibility of skewing the results of the 
regression model due to the redundancy of the information. None of the other variables 
exhibited a high correlation with each other, so they would not disturb the results of the 
regression. Figure 6 shows the high collinearity of the independent variables.

Fig. 6. Sample of correlation matrix between features

4.3	 The distribution of variables using box plots

We use box plots to show the distribution of the numerical variables (DS, SWD, 
MEO, MIO, and MG). Figure 7a and b show the box plots sample of the untrimmed 
data on the distribution of the ratings given by DSD versus SDW students.
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Fig. 7a. Distribution of ratings for DSD factors by study path

Fig. 7b. Distribution of rating for SWD factors by study path
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The boxplots for DSD students are shorter than for SWD students. This means that 
DSD students have a higher level of agreement in terms of their ratings in compar-
ison with SWD. The median response of DSD students (6.17) was also higher than 
the median response of SWD students (5.5) in terms of agreement with DSD-related 
statements. This suggests that the DSD factor is a viable predicator for the study path. 
The ratings for SWD factors by DSD versus SWD students for all the statements are 
shown in Figure 7b. Regarding the median for both groups, the plots do not exhibit a 
clear difference in the distribution between the two groups. This suggests that using the 
SWD factor with all six SWD statements may not be a good predictor.

The exploratory data analysis indicated that at least six statements were candidates 
for being removed from the feature selection of the regression and classification mod-
els. Four were in SWD: “I am interested in technology”, “I enjoy working in an envi-
ronment where there is always something new going on”, “I always keep myself up to 
date with information on new technological innovations”, and “I would like to invent 
and develop new devices and applications”. In addition, there was one each in Mastery 
Extrinsic Orientation (“My goal is to succeed in school”) and Mastery Intrinsic Orien-
tation (“To acquire new knowledge is an important goal for me in school”). Therefore, 
these statements were excluded from the factors, the averages were recomputed, and 
the boxplots were re-inspected to verify the aptness of the trimmed factors.

4.4	 Prediction models

We have applied logistic regression models to predict the students’ study path 
selection of DSD and SWD. We utilized bootstrapped samples of the training dataset 
(n=1600) for the development of logistic regression models. The modeling began with 
full numerical features, and then the next insignificant variable was trimmed until all 
that remained in the model were significant predictors. Afterwards, demographic fac-
tors were added and checked for their significance.

Table 3a demonstrates the coefficient of regression and relevant statistics. The 
regression model of all the numerical factors is based on the training dataset (n=1600). 
The Chi square test [39] (P > |z|) value for mastery extrinsic orientation is not less than 
0.05. This suggests that there is not enough evidence to conclude that MEO is a signif-
icant predictor, so it was dropped from the regression model.

Table 3. a) Coefficient of regression and statistics. The logistic regression model b) Coefficient 
of regression and statics. Sample logistic regression model for DS, SWD, MIO, and MG 

factors. The logistic regression model 1

In Table 3b, the sample of logistic regression model for DS, SWD, MIO, and MG 
factors are presented. Note that the p-values are at or near zero for all the factors.
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Table 4 presents the coefficient of regression and statistics logistic regression model 2.  
The gender was added 4. The p-value of gender is 0.017, which means that it was sig-
nificant at 0.05.

Table 4. The coefficient of regression and statistics logistic regression model 2

Table 5 presents the logistic regression and statistical regression model 3 of the geo-
graphical area. The geographical areas were all significant variables with p-values close 
to zero.

Table 5. The coefficient of regression and statistics logistic regression model 3

As with the previous models in model 4, as shown in Table 6, the age variable is 
added. All the age categories were significant in the model except for age 35 and above, 
for which the p-value equals 0.465.

Table 6. The coefficient of regression and statistics logistic regression model 4

Table 7 presents that logistic regression model 5 is the same as the logistic regression 
model except the addition of gender and geographical area. As the table shows, all the 
variables, including the two dummy variables, were significant predictors.
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Table 7. The coefficient of regression and statistics logistic regression model 5

Table 8 displays the resulting coefficients of regression and z-statistics. It shows that 
all variables were significant except the category age=29 to 34 years old, which had a 
p-value of .251.

Table 8. Sample of the coefficient of regression and statistics. Logistic regression model 6

4.5	 Performance measures

We applied the performance accuracy measurement of the logistic regression models 
through bootstrap testing with a data subset (n=400). Table 9 presents the performance 
accuracy, Cohen’s kappa, and ROC scores for the logistic regression models.

Table 9. Sample of performance accuracy, Cohen’s kappa, and ROC scores for the LR models
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Logistic regression model 6 had the highest scores for all three measures: perfor-
mance accuracy of 85.5%, Cohen’s kappa of 0.68, and ROC probability of 0.863. 
Logistic regression Model 1 received the lowest performance values for ROC (0.78) 
and Cohen’s kappa (0.42). Logistic regression model 4 achieved the lowest accuracy 
score (73.75%) and second-lowest kappa (0.43). Logistic regression Models 2, 3, and 5  
had comparable performance scores with moderate kappa scores (0.53) and good 
ROC scores.

4.6	 Classification modeling

We applied the Decision Tree and Random Forest algorithms for students’ classifica-
tion modeling. For the classification (n=400), a training dataset was used. The initially 
hypothesized classifiers were DSD, SWD, MEO, MIO, MG factors, semester level, 
gender, age, and geographical area. Several iterations and combinations of factors 
were modelled for each of the two classification algorithms. The resulting models were 
then validated using the testing data subset (n=100). The resulting scores for accuracy, 
Cohen’s kappa, and probability of the area under the ROC curve were noted. To keep 
this report concise, only the best model from the two methods is presented. The best 
in terms of the set accuracy criteria was DTModel 26, which is presented in Figure 8. 
The following classifiers were used in this DT model: DS, SWD, MG, and geographical 
area of origin.

Fig. 8. Sample view of the decision tree model

An accuracy test was performed on the model using the testing data (n=100). As 
shown in Table 10, the correctly classifying (n=34) DSD and (n=59) SWD students had 
a combined accuracy rate of 93% and a Cohen’s kappa of 0.851.

Table 10. Confusion matrix and accuracy scores of the decision tree model
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Figure 9 presents the resulting plot of the ROC curve, which yielded an area under 
the curve with a .959 probability of correctly classifying the selection of study path 
using the factors as opposed to classifying randomly.

Fig. 9. Receiver operating characteristic curve – decision tree

4.7	 Selecting the best random forest model

The best model formed by using the random forest algorithm was RFModel 22, 
which is presented in Table 11. The assessed model has DSD and SWD, motiva-
tional goal, age, and geographical area of origin as the classifiers. Fitting the model 
on the testing dataset (n=100) produced the confusion matrix shown in Table 11. The 
model performed extremely well by correctly classifying 32 students from DSD and 
62 students from DWD. It had an overall accuracy score of 94% and a Cohen’s kappa 
of 0.868.
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Table 11. Confusion matrix and accuracy scores of the random forest model

Figure 10 shows that the area under the ROC curve generated a probability of 0.987 
that the model is able to correctly categorize between the two study paths using the 
classifiers as opposed to categorizing at random.

Fig. 10. The area under receiver operating characteristic cure – random forest
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The variables measuring affinity to SWD (two statements), DS (six statements), 
motivational goal (two statements), mastery intrinsic orientation (one statement), and 
the demographic data of age, gender, and geographical origin were significant predic-
tors of study paths. The results showed that the final logistic regression model could 
predict the selection of the study path of BITe students (either SWD or DSD) with 
85.5% accuracy. There was also an 86.3% probability (area under the ROC curve) 
that the model could distinguish between the two study paths. A validation test of the 
model resulted in even higher accuracy (94.12%) in predicting the students’ selection of 
software development or digital service design for their study path. Similarly, the clas-
sification models derived from both random forest and decision tree algorithms resulted 
in very high measures of accuracy: 94% for the random forest model and 93% for the 
decision tree model. Because there were only very slight differences in the performance 
measures of these models, both are recommended to be used for classification. The 
random forest algorithm would provide a slightly higher accuracy rate, but it is more 
challenging illustrating that model clearly. On the other hand, the decision tree model 
would be easier to interpret by extracting a classification rule from its tree view.

5	 Discussion

Data mining through machine learning models is a common practice in different 
fields, for example, in marketing and sales. In the context of education, data mining is a 
relatively new approach to predicting students’ behavior. Accurate prediction depends 
on many factors, such as the reliability and accuracy of the collected data. Data mining 
in the educational context has increased in recent years due to the high accessibility 
and availability of reliable educational data. For example, the prediction of students’ 
dropout rates [50], students’ performance predictions [51], [40], and students’ social 
behaviour [52]. The prediction helps students and educational institutes to save money, 
time, and resources. All these types of predictions have mainly focused on the stu-
dents’ performance. But they have not predicted what students desire to learn and in 
which fields they pursue to develop their professional competencies. Therefore, this 
study aims to overcome the existing gaps in recommending an approach to predict stu-
dents’ study path selection. The current study complements the previous publications 
for students’ study path selection through social media [5]. This study recommends 
approaches to predict and anticipate students’ study path selections.

Predicting a student’s preference in selecting a study path is vital for academic insti-
tutions and students. It would help students to save time and effort in identifying their 
passion and motivation for their future career. And it would help educational insti-
tutes in allocating resources and saving costs. Therefore, we applied several statistical 
approaches, for example, decision trees and random forests, for classifying motivations 
and preferences on the study path selection among various options that have been pro-
vided by the degree program. [41] shows that college students have to take many things 
when they want to choose a college major. [41] demonstrates that students’ decision 
making for their career is influenced by their parents, coaches, religious figures, or any 
other role models and peers. This study, however, focuses mainly on the factors and the 
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promotions at educational institutes, which articulate students’ decision on study paths 
and hence their career selection.

5.1	 Answer to the research questions

The following two research questions led us to conduct this research study:

1.	 Are there any accurate data model techniques that would accurately predict students’ 
study path selection?

2.	 Is there a model that classifies or clusters the students based on the study paths, mas-
tery orientation, motivation, or demographic attributes?

To answer these questions, we selected two distinct case studies of study paths, 
that is, digital service design and software development in the business information 
technology (Bite) department at the Haaga-Helia University of Applied Science. After 
pre-processing the data in Table 2 and Figure 2, we selected the mastery extrinsic 
orientation (MEO) and mastery intrinsic orientation (MIO) motivational goals (MG) 
as appropriate predictors for this study. These predictors have also been applied in 
previous studies (e.g., Hamedi & Dirin, 2018NIEMIVIRTA, 2002; Tuominen-Soini, 
Salmela-Aro, & Niemivirta, 2012; Winne & Baker, 2013) [43]. Furthermore, we have 
used demographic factors such as age, gender, and nationalities as variables for cluster-
ing purposes. We clustered the statements in the questionnaire as a selection factor; for 
example, as demonstrated in Table 1, we assumed that the statement ‘I am interested in 
technology’ would be rated more highly by software students than by design students. 
However, an inspection of the data showed that the statement was rated equally by both 
SWD and DS students. However, [53] demonstrated that the interest in technology 
correlates with the amount of time the pupils taught technology and the use of tech-
nology in the environment in which they interact, for example, at home or at school. 
Furthermore, as shown in Table 2, three statements (‘I enjoy working in an environment 
where there is always something new going on’, ‘I always keep myself up to date with 
information on new technological innovations’, and ‘I would like to invent and develop 
new devices and applications’) were hypothesized to be factors linked with SWD stu-
dents. However, the result is contrary to the initial assumptions. The analysis indicated 
that DSD students have higher mean ratings on these statements than SWD students. 
Hallström [54] elaborates that technological determinism appears at all levels and is not 
limited to specific fields. Based on Figure 7a and b, we have identified that DSD factors 
are viable predictors for study path selections. These demonstrate that mastery extrinsic 
orientation (MEO) and mastery intrinsic orientation (MIO) are not good predictors or 
classifiers of study path selection. This is somehow aligned with the findings of [44] 
that mastery-oriented students’ personal lives impact their educational performance and 
study effort. The logistic regression model of all numeric factors is run on the trained 
dataset (see Table 4). The coefficient of the regression model also demonstrates that the 
MEO is not a significant predictor. The final six models put forward for consideration 
received high accuracy ratings, moderate to substantial kappa scores, and good ROC 
accuracy measures (see Tables 6 and 7). The best among the models in terms of the set 
evaluation criteria is the logistic regression model, which achieved the highest scores for 
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all three performance measures. The overall results of the proposed models and testing 
reveal that the logistic regression model has the highest accurate prediction probability 
for the selection of study paths. This is also proven to be a reliable prediction model in 
our case study. Pearce and Ferrier [55] evaluated the reliability of the probabilities of 
occurrence of the logistic regression model and the discrimination capacity of correctly 
identifying the dependent and independent variables. In line with this study, [45] com-
pared decision tree and logistic regressions to analyse the learning curve. They found 
that logistic regressions were better for smaller data sets and tree induction was better 
for larger data sets. The accuracy of logistic regression is the reason that this model 
has been widely used in the medical field [46]. In the context of education, logistic 
regressions have been applied in various studies, for example, to determine the success 
factors of international student marketing [47] and to investigate the success factors for 
online teaching [48]. Our comparison of models also demonstrated that logical regres-
sion is the best model to use for students’ predictions. Moreover, using the following 
significant classifiers, two classification models were generated by using the random 
forests and decision trees algorithms: DSD and SWD factors, motivational goal, age, 
and geographical area of origin. Testing of the models indicates that they also have very 
high accuracy for the prediction of the study path selection. Random forests are the 
most popular algorithms for prediction in machine learning [49]. The accuracy of the 
random forest and decision tree algorithms for prediction is also demonstrated by [56].

5.2	 Reliability and validity

This study was conducted with real users and in students who chose to select a study 
path or had already selected the study path. Therefore, the data was collected from real 
users and in a real environment. Furthermore, the questionnaire, for example, questions 
about student’s efficacy are based on the previously proven academic questionnaires. 
Hence, we believe that the results of this study are reliable in the context in which we 
conducted the study. Furthermore, to ensure the validity of the results, we examined 
the prediction through various algorithms. However, we believe that with more sample 
data, we may end up with more accurate results.

6	 Conclusions

Advancement in technologies and data analysis enabled us to measure students’ 
behaviour and performance at an individual level and in various courses. EDM empow-
ered us to identify the dependent and independent factors that affect all students to 
some degree. Furthermore, machine learning algorithms will enable us to predict stu-
dents’ behaviour and performance in the future. This study sought to identify the right 
algorithms for predicting the students’ study path selection. Therefore, we have con-
ducted a case study of business information technology (BITe) at Haaga-Helia Univer-
sity of Applied Sciences (UAS). The main objective of the research was to help find 
an optimal algorithm for detecting and predicting students’ study path selection. The 
results support the educational institute in improving educational offerings through the 
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use of data-driven insights into students’ study path preferences. We conducted explor-
atory research to apply machine learning techniques to develop: (i.) A prediction model 
of the two most common study paths in the program. (ii.) A classification model based 
on several factors such as students’ affinity to Software Development (SWD) or Digital 
Service Design (DSD), motivational goals, mastery orientation, and other demographic 
variables. As a future plan, we aim to extend the research by engaging with more study 
paths and exploring more algorithms and their accuracy in predicting students’ pre-
ferred study paths. This plan helps us to collect more samples to improve the accuracy 
of the predictions.
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