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Abstract

This study tries to propose a wine recommendation algorithm based on partitioning and Stacking Integration 
Strategy for Chinese wine consumers. The approaches follow the idea of partitioning, decomposing traditional 
recommendation task into several subtasks according to wine attributes, using neural network, support vector 
machine (SVM), decision tree, random forest, optimized random forest, Adaboost and XGBoost as recommenda-
tion models. Then, based on Stacking integration method, five models are screened out for each recommendation 
index as the base classifier, and the decision tree or logistic regression model is selected as the meta-learner to 
construct a two-layer Stacking integration framework. Finally, the optimal recommendation algorithm be built for 
recommendation subtasks according to the prediction accuracy. The result showed that the Stacking integrated 
recommendation model was suitable for the recommendation of eight attributes including colour, sweetness, 
foamability, mouthfeel, aroma type, year, packaging and brand, while SVM model was suitable to recommend 
aroma concentration and price, and the XGboost model was most appropriate for origin. This study would sub-
serve consumers to choose the wine more easily and conveniently and provide support for wine companies to 
improve customer satisfaction with consumer services. The study expands the approach of concerning research 
and proposes a specific multi-model recommendation strategy based on artificial intelligence models to recom-
mend multiattribute commodities.

Keywords: Chinese consumers; machine learning; preference for wine attributes; Recommendation algorithm; Stacking 
integration

Introduction

The development and application of big data analysis 
technology play an important role in reducing operating 
costs for businesses and accurately recommending prod-
ucts for customers. Due to the rich attributes and various 
categories of wine, and indifference of wine knowledge 
among Chinese consumers, there will be problems such 
as indecision, time consumption and high cost of trial and 
error when consumers purchase wine. Therefore, accurate 
identification of customers’ wine drinking preferences 

and making personalised recommendations are of great 
significance to improving customer satisfaction and busi-
ness performance.

Recommendation algorithm can help users quickly and 
accurately screen out the corresponding business infor-
mation from massive data without knowing their own 
preferences (Liu et al., 2017). Traditionally, similarity 
measurement and its variants are usually used to make 
recommendations. With the emergence of machine 
learning methods in the field of artificial intelligence, 
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rape vegetation, and then embedded the algorithm into 
unmanned aerial vehicle to distinguish different grow-
ing rapes accurately. Based on the interactive behaviour 
data between users and retail products, Zhang and Lei 
(2021) established a Stacking algorithm which combines 
LightGBM, XGboost and random forest to predict the 
possibility of buying by users in the future and the spe-
cific purchase time. However, new users who have not 
generated behaviour are not considered, it could not 
solve the cold start problem of new users. Based on the 
above analysis, in most cases, the combined model has 
better prediction performance than the single model. 

Numerous studies have been conducted on the issue of 
consumer preference on wine attributes in recent years, 
which focus on attribute preference influencing factors 
(Gustafson et al., 2016; Mehta and Bhanja, 2018; Szolnoki 
and Hauck, 2020) and the actual impact on consumers 
(Areta et al., 2017; Lee and Lee, 2008; Li et al., 2022). 
Most of these studies use simple statistical methods or 
single machine learning algorithms. For example, by 
using a simple best–worst method, Stanco et al. (2020) 
concluded that traditional attributes such as ‘geograph-
ical indications’ and ‘grape variety,’ influence consumer 
purchase behaviour more than untraditional attributes 
such as ‘alcohol-free wine’ and ‘vegan wine.’ Chu et al. 
(2020) built a predictive model for Chinese wine con-
sumers’ sensory preferences based on multivariate disor-
der logistic regression method. On the other hand, using 
simple logistic regression algorithm is one-sided in ana-
lysing the influence of consumers’ personal characteris-
tics on wine selection. Although there has been a great 
deal of research into consumer preferences on wine, rec-
ommendation algorithms and personalised recommen-
dation strategies for wine are less researched and still 
need further development. 

In summary, considering the rich attributes and factors 
on wine recommendation, and the immature research on 
personalised recommendation strategy, this study first 
decomposes the recommendation task of wine product 
into several recommendation subtasks according to wine 
attributes with the idea of divide and conquer. Based on 
the discrete and classified data on wine consumers’ pref-
erences, decision tree, random forest, optimized random 
forest, neural network, support vector machine (SVM), 
Adaboost and XGBoost algorithms are used to train the 
data of each recommendation subtask. The node parti-
tion of random forest has a significant effect on the clas-
sification performance of multi-classification attributes; 
therefore, the node partition of random forest algorithm 
is optimized by linear combination of information gain 
rate and Gini coefficient, which is used as a recommen-
dation model. Further, the models with the top five accu-
racies are taken for Stacking integration, and the best 
recommendation models of each subtask were screened 

scholars have introduced machine learning technol-
ogy into recommendation algorithms (Zhang and Lei, 
2021), which mainly focuses on using supervised learn-
ing algorithms to predict user preferences in different 
fields (Portugal et al., 2018). A study in 2018 proposed 
an innovative association classification method, which 
mined demand satisfaction rules according to the feed-
back behaviour of users on the recommended products 
by the system, with the aim of making recommendations 
based on consumer initiative decision. However, there is 
a problem of cold start of users, and this method is not 
applicable when there is no interactive data of users on 
wine purchase (Yin et al., 2018). Meng and Xiong (2021) 
used Latent Dirichlet Allocation topic model to divide all 
user–doctor history consultation text in online medical 
community into different themes. Then, relevant thera-
pists for users were recommended by combining with the 
implied disease information in the consultation text and 
collaborative filtering framework. Compared with the tra-
ditional recommendation algorithm, the overall accuracy 
has improved, whereas the applicable data type is only 
unstructured text data. Most of the above-mentioned 
studies used a single machine learning model and opti-
mized it to find out a better prediction result. Although 
the prediction method of single model is relatively mature, 
the generalisation ability still needs to be improved. In 
addition, random factors will affect the model effect and 
lead to low prediction accuracy (Xie et al., 2020). 

In order to effectively reduce or offset the influence 
of random factors and improve the prediction accu-
racy and credibility of the prediction model in a single 
model, ensemble learning has become one of the hot 
topics in machine learning (Hu et al., 2021). Ensemble 
methods usually use multiple weak classifiers to form a 
strong classifier algorithm to improve the classification 
accuracy. Ensemble learning algorithms mainly include 
Bagging (He et al., 2019), Boosting and Stacking algo-
rithms, among which Bagging and Boosting algorithms 
can only integrate single learners of the same type  
to reduce variance and deviation (Wang et al., 2019). 
Different from the previous ideas, Stacking can integrate 
many different types of learners, which can compensate 
the weakness of single algorithm, enhance the generali-
sation ability, reduce the risk of overfitting, and improve 
accuracy. Xie et al. (2020) put forward a Stacking frame-
work, which can realize the automatic classification of 
six types of Anoectochilus roxburghii leaves. Considering 
that the research object is image data with poor inter-
pretability, this method is not suitable for many mixed 
data sets. Li and Zhai (2019) used Adaboost and random 
forest as base classifiers of Stacking algorithm to pre-
dict and analyse the turnover factors of enterprise staff, 
aiming at strengthening the management and control of 
top managers on staffs. Tao et al. (2019) used the stack-
ing algorithm to classify the continued spectral series of 
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recognition for wine, and this affect consumers’ purchase 
to some extent. For wine, consumer’s characteristics is 
a vital subdivision variable, and these variables interact 
with each other to influence consumers’ purchase of 
wine (Cai et al., 2015). Based on the synthesis of exist-
ing research literature, the factors influencing consum-
er’s purchase behaviour, that is, independent variables 
proposed in this study, can be divided into the follow-
ing: personal characteristics, geographical location, 
psychological and dietary. Among them, psychological 
factors which affect consumers’ wine purchase include 
the degree of influence of others, advertising, purchase 
channels, magazines and promotions. The labels can 
be divided into three categories: high, medium and low 
influence. The data types of independent variables are all 
discrete. For the convenience of subsequent calculation, 
the labels of independent variables were coded by natural 
numbers, which have been summarised in Table 1.

The data involved in this study originate from the survey 
of National Grape Industry Technology System, based on 
a questionnaire survey for Chinese wine drinkers, with 
a total of 3421 samples collected from June to October 
2020. The study was conducted by interviewing a con-
venient sample of general wine consumers over the age 
of 18 (regulations indicate that alcohol operators are not 
allowed to sell alcohol to minors, and ‘minors’ are defined 
as natural persons under the age of 18). The participants 
were invited through different information and social 
media platforms (web links, WeChat, QQ app). The 

out according to precision. Finally, these models are used 
to determine which wine attributes can be recommended 
to consumers, to establish a specific strategy for wine 
recommendation. 

Materials 

Acquisition and preprocessing of data 

Preliminary selection of  wine recommendation subtasks and 
independent variables 
According to the sensory system of Chinese wine and 
the research literature of wine field, this study used the 
inherent wine attributes as recommended index, includ-
ing colour, sweetness, foamability, mouthfeel, price, con-
centration and type of aroma, year, origin, packaging and 
brand of wine. The data types were all discrete. For the 
convenience of subsequent calculation, the dependent 
variables were coded by natural numbers according to 
the specific labels in the recommended index. The inher-
ent attributes of wine applied in this study can be con-
cluded in Figure 1.

Scholars have shown that gender, age, education, occu-
pation, nationality, region and other factors (Capitello 
et al., 2019; Pagan et al., 2021; Rodríguez-Donate et al., 
2021) affect consumers’ purchasing behaviour of wine. 
The research by Cai et al. (2015) showed that people with 
different eating habits have different degrees of aroma 

Figure 1.  Recommended index of wine.
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and further, it can be used to realize data fusion. The for-
mula is shown in Equation (1):

	
I(x,y) = P P

px Xy Y (x,y)log (x,y)
(x)p(y)









∈∈ ∑∑ 	 (1)

2. Gini coefficient method
Gini coefficient algorithm represents the interaction 
between the independent variables and wine attributes 
and judges the significance by the purity change after 
splitting the attributes (Hao et al., 2021), and finally the 
value of the importance of each independent variable can 
be obtained. The formula is shown in Equation (2):

	
Gini pi

m
i

(s) I= − =∑ 1
2 	 (2)

Eventually independent variables used for recommendation 
subtasks
In this study, there are 19 independent variables and 11 
recommended indicators involved in correlation analysis. 

questionnaires were anonymous and distributed in pro-
portion to the population of each province in China. The 
sample size obtained from the survey was able to cover 
the main provincial divisions of China, and at the same 
time, the sample size supported the operation of machine 
learning algorithms, and all information collected was 
used for the purpose of the study. Data preprocessing 
mainly included optimization of outlier and processing 
of missing values. Furthermore, after data cleaning, the 
number of valid questionnaires was 3398.

Independent variables of wine recommendation subtasks

Correlation analysis and significance analysis of  variables

1. Mutual information method
Mutual information is mainly used to judge the informa-
tion contributed by the appearance of one variable to the 
appearance of another variable (Pascoal et al., 2017). The 
result of mutual information method is called mutual 
information value, abbreviated as MI. The value of MI 
can reflect whether discrete variables are related or not, 

Table 1.  Independent variables of wine recommendation.

Independent variables Attribute value of independent variable Attribute value after coding 
by natural number

Gender Male, female (1, 2)

Age 18–25, 26–35, 36–45, 46–55, above 55 (1, 2, 3, 4, 5)

Education level Below senior high school, High school or technical secondary school, 
University or Junior college, Postgraduate or more

(1, 2, 3, 4)

Occupation Students, farmers, freelancers, retirees, employees of  state-owned 
enterprises, employees of  private enterprises, party and government organs 
and institutions, education and scientific research personnel, others

(1, 2, 3, 4, 5, 6, 7, 8, 9)

Monthly disposable income Under 5000, 5000–10,000, 10,000–15,000, above 15,000 (1, 2, 3, 4)

 Marital status Married, unmarried (1, 2)

Number of  families 3 or less, 4–7, more than 7 (1, 2, 3)

Nation Han, ethnic minorities (1, 2)

Address East China, Northeast China, North China, Central China, South China, 
Northwest China, Southwest China

(1, 2, 3, 4, 5, 6, 7)

Cognitive level of  wine High, medium, low (1, 2, 3)

Taste preference Light taste, heavy taste (1, 2)

Eating preferences Sour, sweet, bitter, spicy (1, 2,3,4)

Meat type White meat, red meat (1, 2)

Meat preference Fat meet, lean meat (1, 2)

Influence of  others High, medium, low (1, 2, 3)

Influence of  magazines High, medium, low (1, 2, 3)

Influence of  advertisements High, medium, low (1, 2, 3)

Influence of  promotions High, medium, low (1, 2, 3)

Influence of  purchase channels Supermarkets, stores, online stores and chateau (1, 2, 3, 4)

Data collection
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Random forest is a widely used and powerful classifi-
cation algorithm currently. Its construction process is 
roughly as follows: firstly, build multiple decision trees, 
secondly, use multiple decision trees to train samples, 
and finally, predict the category of samples in a way that 
the minority obeys the majority (Janitza et al., 2016). 
Among them, the construction of decision tree is the 
vital factor that determines the category of tested sam-
ples, and so how to accurately split the nodes is a crucial 
factor to optimize the random forest. Each recommen-
dation subtask of this data has diverse attributes when 
building a tree, and the number of classification catego-
ries is also varied, so the internal confusion of samples in 
each subtasks is different. The tree-based models in ran-
dom forest algorithm involves an optimization problem 
as to how to split the internal node in chaotic samples 
and make the results accord  with the actual  situation. 
It is necessary to optimize the node-splitting mode in 
random forest algorithm because the traditional node- 
splitting standard may cause inaccurate feature divi-
sion. The CART tree using the Gini coefficient is insuf-
ficient for the trend of node division in multi-classified 
datasets, yet it has higher accuracy of node division for 
purer datasets. ID3 tree using information gain is easier 
to distinguish the value of features compared with Gini 
coefficient when dealing with chaotic datasets, still infor-
mation gain is partial to the attributes with more values, 
and as a result, multi-valued attributes are regarded as 

The threshold of MI is 0.01. If the absolute value of MI of 
two variables is greater than or equal to the threshold, it 
is considered that the two variables are related, and if the 
value is less than the threshold, it is judged that the two 
variables are not related. To further reduce the number of 
independent variables, Gini coefficient and information 
gain are used to analyse the importance of independent 
variables of each recommended index, and finally the top 
10 crucial independent variables of each recommended 
index are obtained. The wine recommendation indicators 
and the corresponding top 10 independent variables are 
mentioned in Table 2.

Methodology

Prediction algorithms for wine consumers’ sensory attri-
bute preferences

The variables involved in wine recommendation index 
are all discrete data with obvious labels. Because super-
vised classification algorithm can effectively solve such 
problems, single hidden layer BP neural network algo-
rithm, SVM algorithm, decision tree algorithm, random 
forest algorithm, Adaboost algorithm and Xgboost algo-
rithm are used in the selection of machine algorithms as 
recommendation models. Table 3 introduces the pros 
and cons of the selected algorithms for this study.

Table 2.  Recommended indicators of wine and corresponding independent variables.

Recommended 
subtasks

Eventually independent variables used for modeling (Importance from high to low)

Colour Meat type, occupation, monthly disposable income, influence of  others, age, influence of  promotions, advertising influence, 
education level, influence of  magazines, eating preferences

Sweetness Meat type, monthly disposable income, occupation, influence of  others, age, education level, advertising influence, 
influence of  promotions, eating preferences, meat preferences

Foamability Monthly disposable income, occupation, influence of  others, advertising influence, promotion influence, magazine 
influence, age, education level, meat type, meat preferences

Mouthfeel Occupation, monthly disposable income, influence of  others, advertising influence, age, promotion influence, magazine 
influence, education level, meat type, eating preferences

Aroma concentration Occupation, monthly disposable income, advertising influence, influence of  others, age, promotion influence, education 
level, meat preferences, eating preferences, taste preference

 Aroma type Occupation, monthly disposable income, promotion influence, influence of  others, advertising influence, age, meat type, 
eating preferences, education level, meat preferences

Price Education level, meat type, gender, promotion influence, magazine influence, marital status, advertising influence, age, 
occupation, monthly disposable income

Year Monthly disposable income, meat preferences, age, magazine influence, influence of  others, advertising influence, eating 
preferences, gender, promotion influence, marital status

Origin Influence of  others, advertising influence, meat type, monthly disposable income, promotion influence, meat preferences, 
marital status, eating preferences, age, education level 

Packaging Gender, marital status, influence of  others, occupation, advertising influence, education level, magazine influence, meat 
preferences, eating preferences, meat type

Brand Magazine influence, monthly disposable income, meat type, meat preferences, eating preferences, education level, age, 
marital status, advertising influence, gender
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In this study, decision tree, random forest, optimized ran-
dom forest, neural network, SVM, Adaboost and Xgboost 
algorithms modeled each wine recommendation subtask, 
and the top five models with the highest recommended 
comprehensive accuracy of each recommendation index 
were selected as the base models. Further, to avoid the 
overfitting caused by complicated model, the second 
meta-model selected decision tree or logistic regression 
model. The construction process of Stacking integrated 
algorithm can be concluded in Figure 2.

Multimodel wine recommendation strategy 

To establish the most appropriate recommendation strat-
egy of each recommendation subtask, it is necessary to 
compare the recommended comprehensive accuracy of 
the models before and after Stacking integration. The 
final framework of wine recommendation in this study is 
shown in Figure 3.

The personalised wine recommendation method com-
prises the following steps:

Step 1: Collect user’s preference data for wine, including 
19 independent variables and 11 dependent variables.
Step 2: Clean the data, eliminate or optimize the wrong 
information, and encode the data by natural number 
after obtaining the effective information.
Step 3: Experiment with decision tree, random for-
est, optimized random forest, neural network, SVM, 
Adaboost, Xgboost and Stacking integration model for 
each recommendation subtask and select the model with 

the optimal partition nodes, and the nodes that really 
need to be partitioned are ignored. Ulteriorly, the infor-
mation gain ratio further improves this problem by add-
ing term weight to the information gain of each attribute. 
Therefore, this study structures the linear combination 
of information gain ratio and Gini coefficient as a new 
rule of node splitting, to improve the accuracy of ran-
dom forest algorithm in classification of wine attributes. 
The formula of the new rule of node splitting is shown in 
Equation (3):

	 Φ( ) (S,A) GainRation(A)α α α= −1 2Ginisplit 	 (3)

Where, 0 ≤ 1, the and cannot assume the minimum or 
maximum value, which means that the weight coeffi-
cients cannot exist in such a pairing as (0,0) or (1,1), and 
the optimal values of the two weights are determined  
by the grid search method. When dividing the attributes, 
the node with the smallest difference value is selected for 
division.

Construction of Stacking integration algorithm

Stacking is a special and concrete combination strategy, 
which is a typical representative of ensemble learning 
algorithm (Montesinos-López et al., 2019). The process 
of Stacking integration is to train the upper layer model 
first, and take the corresponding training results as the 
input of the next layer model, which is equivalent to con-
structing a two serial superposition classifier for the same 
data (Ahmadi et al., 2019). The purpose is to improve the 
classification accuracy of the model.

Table 3.  Strengths and weaknesses of different types of algorithms.

Algorithm Merit Defect

BP neural network 
algorithm

Strong learning ability, easy training, convenient 
and fast.

Unstable network structure, low reliability and slow convergence 
(Diez et al., 2019)

Support vector machine
The effect of  processing discrete data is better; 
The boundaries are more diverse; Solve the 
problem of  non-linear separable classification.

Poor interpretability, slow calculation and easy overfitting.

Decision tree algorithm
Time complexity is small, efficiency is high, 
importance of  each feature can be obtained (Yang 
and IEEE, 2019), suitable for small samples.

It is easier to make mistakes for tasks with many categories; 
The information gain is more inclined to the characteristics of  
multi-category attributes; Prone to overfitting; Poor generalisation 
ability.

Random forest algorithm
Fast processing speed; For unbalanced data sets, 
the error can be balanced; Reduce the possibility 
of  overfitting.

Compared with decision tree, the calculation cost is high; When 
the number of  noisy data is large, the results are easily affected 
by extreme values (Roy and Larocque, 2012) and easy to overfit. 
The feature weights are biased towards the features with many 
categories.

Adaboost
No overfitting phenomenon; The training error rate 
decreases with the increase of  iteration times.

The training process is more inclined to the samples that are 
difficult to classify, which is easily disturbed by noise (Liao and 
Zhou, 2012); Relying on weak classifier; long training time.

Xgboost
Strong accuracy; Using regular terms to reduce 
overfitting; good interpretability.

The complexity of  time and space is high.
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the prediction results. The formula is expressed in 
Equation (4):

	
acc = TP TN

total
+ 	 (4)

m-F1
The F1 score considers both the accuracy and recall  
of the classification model and can be regarded as a  
harmonic mean of the accuracy and recall. In this  
study, we put forward the concept of m-F1, which rep-
resents the arithmetic average of F1 scores of each cat-
egory of the same model and the same recommended 
subtask.

the highest accuracy as the optimal recommendation 
strategy to recommend wine.
Step 4: There is a user interaction module in the recom-
mendation method. If the user likes the recommended 
wine, they give correct feedback to the recommendation 
model; if the user doesn’t like it, they give negative feed-
back so that the strategy can continue to learn and fur-
ther be optimized.

Evaluation index for recommendation algorithm

Accuracy
Accuracy refers to the proportion of the sum of 
correctly classified samples to the total samples in 

Figure 2.  The construction process of Stacking integration model.

Figure 3.  The process of personalised wine recommendation.
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the comprehensive accuracy up to 0.853. For foamabil-
ity, aroma type, year and origin of wine, the distribu-
tion of these data is diverse, and this kind of data need 
a better fitting algorithm for recommendation. Among 
these machine learning algorithms, the advantage of 
neural network is to constantly fit data. So neural net-
work performs best. For price, aroma concentration 
and packaging, there is almost no noise, and there are 
some key points similar to the support vector in the 
data, so SVM is more suitable for the recommendation 
of these wine attributes.

Screening of base model for Stacking integration 
algorithm

According to the above results, the top five recommen-
dation models with the highest comprehensive accuracy 
of each subtask are selected as the base models. To avoid 
the overfitting caused by the complexity of the two-layer 
models, the decision tree or logistic regression model is 
selected as the meta-model to reduce the complexity. The 
established machine learning algorithm of the two-layer 
basic model for each wine recommendation subtask is 
shown in Table 5.

Implementation and verification of Stacking Integrated 
Algorithm

Firstly, train the single model and the integrated model 
on the training set. Secondly, randomly select 300 ques-
tionnaires from the valid data as the test set and make 
predictions. By comparing the recommendation com-
prehensive accuracy of each subtask before and after 
Stacking integration, the model with the highest value 
is selected as the optimal recommendation model, and 
finally an exclusively multimodel recommendation 
strategy for wine is established. The recommendation 

Recommended comprehensive accuracy
In this study, the concept of recommended compre-
hensive accuracy is proposed, which is expressed by the 
arithmetic average of m-F1 and accuracy.

Results and Discussion

Construction and verification of single recommendation 
model 

This section needs to complete the training and evalua-
tion of single recommendation model of each wine sub-
task. The independent variables and recommendation 
indicators used in building the recommendation model 
are shown in Section 2.2. The 10-fold cross-validation 
method is used to divide and train the sample. To bet-
ter evaluate the effect of the model, this study randomly 
selected 300 questionnaires from the valid data to test the 
model. The recommended comprehensive accuracy pro-
posed in this study blends the accuracy and m-F1 scores, 
so that it only presents the recommended comprehen-
sive accuracy of each single model for each wine recom-
mended subtask. The results are shown in Table 4.

The recommendation comprehensive accuracy shows 
that the optimized random forest is better than the 
random forest in colour, sweetness, foaming, taste, 
aroma type, price and brand of wine, and the preci-
sion has been improved. For the colour, brand and 
taste of wine, changing the splitting mode of nodes can 
improve the recommendation accuracy, and the opti-
mized random forest algorithm model has the best rec-
ommendation effect. As for sweetness, there is some 
noise in the sample. Compared with other subtasks, 
sweetness of wine pays more attention to variance in 
modeling, while XGboost adopts regularisation con-
straint to simplify the model. Using XGboost makes 

Table 6.  The comprehensive accuracy of the optimal model of each recommended index.

Recommended index Optimal recommendation 
model

Comprehensive accuracy after 
Stacking integration

Optimal Comprehensive accuracy 
before Stacking integration

Sweetness

Stacking integration model

0.838 0.833

Colour 0.873 0.853

Foamability 0.820 0.801

Mouthfeel 0.803 0.786

Aroma type 0.803 0.779

Year 0.771 0.757

Packaging 0.815 0.792

Brand 0.804 0.798

Price Support vector machine 0.731 0.762

Aroma concentration 0.760 0.777

Origin XGboost 0.762 0.778
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Figure 4.  Comprehensive accuracy of recommended model.

Figure 5.  Accuracy of recommended model.
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credibility in a single model, the Stacking integration 
was introduced into wine recommendation. The results 
showed that the integration algorithm could be used to 
improve the recommendation accuracy of eight indica-
tors, including colour, sweetness, foamability, mouth-
feel, aroma type, year, packaging and brand. The average 
recommendation accuracy is increased by 1.9%, and the 
highest is increased by 3%. However, it is not suitable for 
the attributes with large deviation such as aroma concen-
tration. For this kind of tasks, Adaboost and other algo-
rithms are more suitable for recommendation.

Based on the above research, the conclusion of this study 
is that colour, sweetness, foamability, mouthfeel, aroma 
type, year and packaging adopted Stacking integrated 
algorithm, aroma concentration finally adopted Adaboost 
algorithm, origin finally adopted XGboost algorithm, and 
wine price finally adopted SVM algorithm. Compared to 
the existing recommendation methods, the wine recom-
mendation strategy proposed in this study can be more 
perfect, comprehensive and flexible in recommending 
wine for users. 

Our approach might still be needed to improve, and the 
future attempts are as follows: Firstly, due to the limited 
amount of data in this study, the accuracy and the screen-
ing results of the optimal model may be varied for a large 
amount of data, so further exploration is still needed. 
Secondly, the future work can be expanded to conduct 
empirical analysis on other multiattribute drinks’ recom-
mendation. In addition, one of the typical examples in 
China’s market, the wine multimodel recommendation 
strategy may also provide an effective method for dealing 
with preference prediction in other multi-feature goods. 
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