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In classical statistical mechanics the trajectory in phase space represents the propagation of a classical Hamil-
tonian system. While trajectories play a key role in chaotic system theory, exploitation of a single trajectory has 
yet to be considered. This work shows that for ergodic dynamical systems the dynamical temperature can be 
derived using phase space trajectories. 
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A Hamiltonian system of N mass points is related to the 
microcanonical ensemble of statistical mechanics when 
the volume, V, and the energy, E, of the system are 
fixed. A microscopic state of the system is a point in 
phase space represented by a 6N-dimensional vector, 

),...,,,...,( 2121 NN pppqqqΓ  . The time evolution of 

this point is described as a trajectory in phase space. In 
microcanonical ensembles, since the energy is fixed, the 
evolution of the system is restricted to a 6N-1 
dimensional hypersurface. The logarithm of the area of 
this hypersurface yields the entropy, S, of the system. 
Since the entropy of a stable thermodynamic system is a 
monotonically increasing function of the internal 
energy, the accessible phase space increases with 
energy. This provides the opportunity to determine the 
thermodynamic derivative, TES NV /1)/( ,  , where T 

is the absolute temperature. 
 The trajectories within the limit of infinite time 

perfectly cover the 6N-1 dimensional hypersurface 
according to the ergodic hypothesis. This means that the 
length of the trajectory for a period of time,  , is 
proportional to the microcanonical entropy: 
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Eq.(1) is a line integral measuring the length of the path 
of the moving system in phase space. This equation can 
be rewritten as: 
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Let us consider two Hamiltonian systems, H and H’, 
with only a minor difference between their energy 
parameters, E and E’. The distance covered in phase 
space by these systems is different because the two 
energies belong to different areas of the hypersurface to 
be covered by the trajectories. If the difference in 
entropies between the two systems is calculated, the 
quotient in the argument of the logarithm makes it 
possible to use equality instead of a mere proportio-
nality. 
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In Eq.(3) the time integral was replaced with the product 
of time and the time-average of the integrands. The 
Hamiltonian, H’, can be approximated as 
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Using Eq.(5), Eq.(3) can be rewritten as 
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In the second equality of Eq.(6), the xx  )1ln( app-

roximation was exploited.  
To obtain the temperature, division with the ener-

gy difference should be included: 
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The dynamical temperature was derived first by Rugh as 

a time average of )/(
2

HH  on the energy surface 

[1]. 
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Later, Butler et al. applied a similar approach and 
derived Eq.(8) only for the configuration part of the 
phase space and also checked the performance of the 
method numerically [2]. The essence of both derivations 
was to transform the phase-space vector, Γ , from 

system E into Γ of system E’ by a vector containing 
the Hamiltonian gradient. In this way arelationship was 
established between the phase-space points of the two 
systems. 

Our result uses the average speed of evolution 
of trajectories in phase space, therefore, a Hamiltonian 
gradient is not required to connect the two sets of phase-
space points. Expansion of the energy in Eq.(4) is 
sufficient to relate the two trajectories. Certainly, the 
results are identical which proves the validity of this 
alternative approach while, at the same time, it is a nice 
example of ergodicity: the method which uses the 
difference in area of hypersurfaces in an ensemble-
average fashion leading to results that are identical to 

the method that uses relative trajectory propagation in 
time. 

The explicit form of Eq.(7) can be written as 
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where  is the position-dependent potential in the 
Hamiltonian and m is the mass of a particle. Eq.(9) 
contains two terms that feature both in the numerator 
and denominator. The quotient of the first terms is the 
well-known kinetic temperature and the quotient of the 
second terms is the configurational temperature. In 
actual calculations these two temperatures can be 
calculated contrary to the full form of Eq.(9) which 
contains dimensional discrepancies in both the 
numerator and denominator. The configurational 
temperature calculation was suggested as an algorithmic 
check for Monte Carlo computer simulations where the 
Boltzmann temperature is an input parameter [2]. 

For completeness, the third, very simple 
method of deriving the configurational temperature is 
mentioned [3].The previous derivations did not state 
whether the two temperatures, the kinetic and 
configurational, are equal. Using a trivial derivation it is 
shown that the two quotients are equal [3]. A further 
advantage of this method is that there is no need for the 
condition of N to accept the validity of a 
microcanonical result in terms of the canonical 
ensemble. The temperature from the momenta of the 
particles is 
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If this temperature remains constant over time: 
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where, for the sake of simplicity, the constant factor is 

denoted in front of the sum as C and  ii qF  /  is 

the Newtonian force, it is also possible to write that 
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At equilibrium in isotropic systems the different 
Cartesian directions are equivalent and there is no 
correlation between velocities and position-dependent 
quantities. Thus, 
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Eq.(13) can be written in this form when T is mani-

pulated. The results would be the same. Therefore, if the 
expectation value of the temperature is constant, the 
kinetic and configurational temperatures are equivalent.  

As for the temperature derivation from the phase-
space trajectory it is important to note that the   
condition is essential. Finite segments of trajectories do 
not cover the hypersurface completely and only contain 
minimal information about the temperature and force 
distributions of the system. 
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