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Abstract—In this paper, we address a new variant of the Multi-
Period Technician Routing and Scheduling Problem. This
problem is motivated by a real-life industrial application in a
telecommunication company. It is defined by a set of technicians
having distinct skills that could perform a set of geographically
scattered tasks over a multi-period horizon. Each task is subject
to time constraints and must be done at most once over the
horizon by one compatible technician. The objective is to
minimize the total working time (composed by routing time,
service time, and waiting time), the total cost engendered by the
rejected tasks, and the total delay. Two variants of variable
neighborhood descent are proposed, and three variants of
variable neighborhood search to solve this p
Computational experiments are conducted on ben
instances from the literature. An analysis of the performa
the proposed local search procedures is given. The results s
that our methods outperform the results of a mimetic metho
published in the literature.
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of each day’s total service times over a finite
lt1-per10d TRSP was proposed in 2007 [8]

studied the one-periodic variant of this
the service technician routing and scheduling

ater distribution and treatment company. In [9],
requests were divided into two categories (users requested
ns and company scheduled visits), and the skill
ts were not included.

In this paper, we propose the study of a new multi-period
RSP variant where skill constraints and routing aspects are
sidered simultaneously, inspired by a realistic application in
e telecommunication field. From the above survey, it appears
hat most papers on TRSP considered several realistic
constraints, but to the best of our knowledge, the multi-periodic
variant of TRSP with skill constraints and routing aspects has
not been considered in the literature. The papers that consider a
multi-periodic TRSP with skill constraints, and routing aspects,
included other specific constraints as the technician team
constraint [10]. Our study is also an extension of the problem
studied in [9, 11 ,12] in which the skill constraints are ignored.
As the considered problem is NP-hard and since it results from
the combination of complex constraints, large instances can
hardly be solved by exact methods. So, the best way to tackle
this problem is by using the metaheuristic approaches. We
choose a variable neighborhood search (VNS) to solve our
problem, because its effectiveness has been proven on a
number of variants of vehicle routing problems (VRP) as the
vehicle routing problem with time windows [13], the vehicle
routing problem with multiple depots and time windows [14,
15], the periodic vehicle routing problem [16], and the
workforce scheduling and routing problem [17].

In this paper, we propose two variants of variable
neighborhood descent, as well as three variants of variable
neighborhood search to solve the TRSP with skill constraints
and routing aspects.
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II.  PROBLEM DESCRIPTION

We consider a multi-period horizon H of several days
(typically one week). For each day 2 €H, a set of technicians K
with different skills are available (a technician has one skill or
more). Each technician k=K has a known starting and ending
location d €D, which corresponds to the technician’s home or
office (the starting location is the same with the ending
location). Each technician has a working time limit per day
Maxtimek,h. Requests belong to two categories: non-urgent
tasks (NT) generated by the company, and urgent requests (U7)
formulated by customers through a call center, for emergency
reasons. Note that UTU NT=T, with T the set of all tasks known
in advance. Let si be the service time of the task i. The urgent
tasks i< UT are planned on a fixed day /i and are subjected to
customer appointments within a given time window (bi, ei),
where bi is the beginning of the time window, and ei the end of
the time window. The task i could be affected to a technician &
if the arriving time at task i (denoted aik) is before the end of
the time windows (aik<ei). If V k€K, aik>ei, then the task i is
considered as a rejected task. If aik<bi, a waiting time Wik
occurs, with Wik=bi-aik. If aik<ei, and aik+si>ei, a delay Lik
occurs, with  Lik=(aik+si)-ei. Non-urgent tasks are
characterized by a validity period composed of one or several
days [hbi, heil = H, where hbi is the early day and /ei is the
deadline for the execution of i. A request i requires certain
skills (qualifications), and must be executed by only one
compatible technician. The goal is to build a set of rout;
day and per technician (at most |[K#| routes per day). Ea
Rhk is a sequence of tasks assigned to only one techn
and one-day /. The following constraints must be satisfie
each task must be executed at most once within the vali
period or within the time window, 2) the total g
route Rhk should not exceed Maxtimek,h, 3)
requirements must be respected, 4) each rou

measured in monetary units denoted
minimizing three costs: (i) the total workj
routing time that depends on the numbe
by each technician, the service time
the total cost engendered by the ejec
delay.

III. SoLuTtiO

In this section, we descri
variable neighborhood sear
basic components of the V,
our problem.

optimization problems

systematic changes of

ing the search for a (near) optimal

. These changes occur in both

descent phase, to improve solution, and shaking and

perturbation phase that aims to‘escape local optima traps. The
main structure of the VNS (Algorithm 1) is shown in Figure 1.

neighborhood str®
solution of a considerc®

Function VNS_heuristic (X, Kmax,fmax)

1. repeat

2 repeat

3. x’ « Shake (x,k);

4. Xx” « Improvement procedure (x’);
S Neighbg ange(x,x”,k);

6 until k = J

7 t— Cp

8. Until 7>,

Fig. 1. pd search VNS

The inputs of
present the initia

wax and 2,4y, and they
0f neighborhoods to be
CPU time. The main
ood search include an
the current solution and a
search and escape from the
3 and 4. The improvement
ingle local search or an ordered

with sorting list. This method is performed by two
rst step, a list of unserved tasks (L, L=T), is
ing order according to validity day (VD), that
gth of the period (number of days) in which
done, VD,=he—hb; In the second step, the
a task i from the head of L, and scan all
1ons in all routes Ry, The insertion cost of 7 in a
route Ry between two tasks x and y, named (i, Ry, x,y) will be
as in (1). The algorithm performs the best insertion.

i,th,x,y) =C,+C, -C, +Z(j € thui)ij
+2(j € Rhk Ui)L,

Local Search Procedures

We propose five local search operators to be used either
individually or together to focus the search in the inner loop of
VNS. We consider three intra-route and two inter-route local
search methods. The best improvement strategy is used for
each method. The local search methods are:

¢ One intra-route relocate: one node (task) from the route is
removed and reinserted in other positions in the same route.

¢ One intra-route exchange: two nodes (tasks) are exchanged
in the same route.

e 2 opt: two arcs are removed and reinserted in the same
route

¢ One inter-route relocate: one node (task) from the route is
removed and reinserted in one other route in the solution.

¢ One inter-route exchange: two nodes (tasks) are exchanged
between two different routes.

D. Variable Neighborhood Descent Procedures

The variable neighborhood descent (VND) procedures
explore several neighborhood structures either in a sequential
or nested (or composite) fashion to possibly improve a given
solution [21] because the solution which is a local optimum
with respect to several neighborhood structures is more likely
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to be a global optimum than the solution generated as a local
optimum for just one neighborhood structure. The order of
neighborhoods may play an important role in the quality of the
final solution [22]. Two variants of VND are discussed in this
paper regarding the decision made in neighborhood change
procedure. If an improvement has been detected in some
neighborhood: (1) Basic VND (B-VND): we return to the first
neighborhood on the list, (2) Union VND (U-VND): at each
iteration all the neighborhoods in the list are used to explore the
search, and the next incumbent solution is the best one found
by the best neighborhood. The outline of basic VND is
presented in Algorithm 2 (Figure 2). The steps of the sequential
neighborhood change which is presented in line 5 (Algorithm
1) and line 7 (Algorithm 2) are given in Algorithm 3 (Figure 3).
If an improvement of the incumbent solution in some
neighborhood structure occurs, the search is resumed in the
first neighborhood structure (according to the defined order) of
the new incumbent solution, otherwise the search is continued
in the next neighborhood (according to the defined order).

Function B-VND (X, %y0)

1. repeat

2. | stop < false;

3. |k—1;

4. X —xy

5 repeat

6. X" «— argmingee) f(y);
7 Neighborhood_Change(x,x”,k);
8. until & = .3

9 If f{x’) <f{x) then

10. | stop < frue;

11.| end

12. until stop = true;

13. returnx’

Fig. 2. Algorithm 2: Variable neighborhood descent VND
Function Neighborhood_Change (x,x’,k )
If fix’)) <fix) then
X —Xx’
k—1;
else
k— k+1;
end

Algorithm 3: Neighborhoo,

LaRGE I B N

Fig. 3.

E. Shaking Procedure

The shaking procedure is use
3 of Algorithm 1 in order to
traps. Our shaking procedure
solution from the ™ neighbo

d in Matlab and

Our probI®m is an extension of
i ch the skill constraints
mstance used in [9, 11,

ance of our methods with their
compare the performance of
s with the initial solution.
then tested and compared.

12], and evaluat®
mimetic algorithm.
different local search pI
Different VND procedures 2

Finally, we compare and evaluate the VNS procedures
proposed in this paper.

A. Description of Experimental Data Sets
In order to evaluate g

e performance of the

. The technicians drive at a
h. Two sizes of instances are

impact of the locale search procedures. The
in Table I. The first column indicates the
tance. Column 2 presents the result found by
tion, which is based on the best insertion
remained columns provide both the Gap and the
computing time for each local search operator. The Gap is
by (2). Row 13 mentions the average results of all
. The ranks of the local search operators according to
ir performances and computing time are provided in the last
o rows. The best results are in bold.

Gap% = (f (O newsistic = S O newrisiics 1 ) I f O ewristiesss (2)

From Table I, we note that the 2 opt operator is the best one
in almost all instances but it is the third one in terms of
computing time. It is also worth noting that all the operators
perform well and they all improve on average at least 7.14%
and at most 9.66% the results found by the heuristic.

C. Variable Neighborhood Descent Procedures

The aim of this section is to evaluate and to compare
different variants of VND procedures according to the manner
in which the neighborhood is changed after each improvement
occurs. Namely, it is obvious that the order of neighborhoods
on the list affect the performance of VND procedures [22].
Thus, we take into account two possible orders of LS
procedures according to their performance: 1) the value of f{x),
and 2) the computing time. The used orders are mentioned in
Table II. The results of VND procedures on Tricoire instances
are summarized in Table III. The settings of the VND variant
are provided in column and row headings as described above.
For example, in Table III, the values in the two cells, at the
intersection of the row C100 1 and 4™ column, correspond to
value achieved by B-VND that explores neighborhoods using
the 1st order, as well as its execution time in second. The next
column reports the percentage deviation of the obtained
solution compared to best solution of the mimetic algorithm
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proposed by Tricoire [9, 11,12]. The deviations are calculated
by:

Dev% = (f (inp = S Deneric )| S s 3)

The next column reports the percentage deviation of the
obtained solution compared to the result found by the initial

TABLE L.

COMPARISON BETWEEN LOCAL SEARCH PROCE

solution, which is calculated by (2). In Table III, we report the
results obtained by B-VND and U-VND using the two
proposed orders. The average results are mentioned in the two
last rows. In Table III, values in bold followed by a star
represent new best solutiong ay our method.

2 Opt One intra route relocate|One intra route exchange|One jnter rot® ter route relocate
instances |f(X)neuristic| Gap |[Time (s)| Gap Time (s) Time (s) Time (s)
Cl1 21024.64[14.04%| 0.40 12.74% 0.47 12.79% 0.47 5.79
C12 19347.33]6.15% | 0.40 4.63% 0.45 4.65% 0.41 431
C1.3 19658.79| 8.68% | 0.39 6.55% 0.43 5.74% 4.29% 3.45
Cl 4 22232.21[9.86% | 0.40 7.29% 0.29 7.32% 6.10% 2.96
Cl5 18219.65[-2.63%| 0.19 -2.75% 0.28 -1.84% 8.58% 7.05
C21 39085.88[10.03%| 1.76 7.04% 1.45 7.07% 8.27% 30.95
C22 34873.74[12.22%| 1.76 6.69% 1.62 5.89% 6.47% 20.96
C23 36349.52[13.70%| 1.70 13.22% 1.75 11.36% 15.12% 24.57
C2 4 36679.56| 8.59% | 1.46 7.32% 1.95 6.00% 7.97% 25.62
C25 33700.93 [11.00%| 1.74 8.42% 1.27 9.58% 6.23% 19.96
Avg 28117.23]19.66% | 1.02 7.47% 0.99 7.14% 7.58% 14.56
Rank (f(x)) 1 3 2
Rank (Time) 3 2 4

TABLE IL ORDERS OF LOCAL SEARCH PROCEDURES red to the ot'her order type. If we consider the

ver all test instances, it appears that the best

5 Local search operators Ist | 2nd re obtained by U-VND even when we change

__20pt L3 ighborhoods. So we can say that the U-VND is

Orderof ~[—2neintrarouterelocate | 3 | 2 ctive than B-VND in terms of the objective function
local search One Intra route exchange | 5 1 Time. From the avera I Il .

One Inter route exchange | 4 | 3 . ge results over all test instances

One inter route relocate | 2 | 4 that all our VND procedures implemented and

From the results presented in Table III, we may conc
the following: The VND variants that explore neighborhoods 1
1* order offer the best results in both objectivg pon and

ussed in this paper are competitive and perform better than

e mimetic algorithm when solving the same problem. For 6

nstances among 10, a new best solution is found by our
thod.

PF DIFFERENT VARIANTS OF VND

U-VND
Orders 1st 1st 2nd
Mimetic of % Dev | % Dev % Dev % Dev % Dev | % Dev
Instances . Value . s . Value M I Value N .
Tricoire Y heuristic mimetic | heuristic mimetic | heuristic mimetic | heuristic

C100 1 Jx) 17893.91 | 17578.37* 19.61% -1.68% | 19.50% | 17578.37* | -1.76% 19.61% | 17594.03 | -1.68% | 19.50%
— | Time (s) 9.92 8.97 13.28

C100 2 T.f(x)( ; 15977.12 17(2)0522.92 7.25% 12.90% 17;5()3667 7.36% 12.79% 17513642;61 7.43% 12.72%
- ime (s . i 7

C100 3 Jx) 16714.03 | 17493.5, 4.88% 12.15% | 17491.94 | 4.65% 12.39% | 17538.11 | 4.93% 12.09%
— | Time (s) 7.32 5.93 5.03 6.74

C100 4 Jx) 17489.36 | 1828 4. 21.58% | 18265.73 | 4.44% 21.72% | 18229.85 | 4.23% 21.95% | 18031.33 | 3.10% 23.30%
— | Time (s) 1 12.68 9.5 14.03

C100 5 fx) 1602591 | 1 7o 7 | 16611.1 | 3.65% 9.68% 16535.47 | 3.18% 10.19% | 16364.41 | 2.11% 11.34%
— | Time (s) : 9.78 9.91 15.47

C180 1 Jx) 28945.36 | 28607. .63% |29299.56 | 1.22% 33.40% | 28405.93* | -1.86% | 37.60% | 28579.51 | -1.26% | 36.76%
— | Time (s) ) 107.17 84.19 96.87

C180 2 fx) 23.86% |27780.88 | -10.93% | 25.53% 27748.3 | -11.04% | 25.68% |27729.19* |-11.10% | 25.77%
— | Time (s) 72.82 58.22 46.09

C180 3 Jx) 37,35% [ 2747229 | -0,92% | 3231% |26034,96* | -6,11% | 39,62% | 26886,39 | -3,04% | 35,20%
— | Time (s) 89,47 78,46 77,85

C180 4 Jx) 24,98% [2952229 | -2,39% | 2424% | 30124,57 | -0,40% | 21,76% |29238,94* | -3,33% | 25,45%
— | Time (s) 76,22 52,22 61,71

C180 5 Jx) 28158,57 C 25,37% | 26566,25 | -5,65% | 26,86% |26395,74* | -6,26% | 27,68% 26625 -5,45% | 26,58%
— | Time (s) 78, 93,93 70,71 60,92

Average — f(x)( ) 23036,94 2246452,633 -1,66% | 24,11% 221;79,77 -1,13% | 23.44% 2235862388 -2,03% | 24,58% 224507?,715 -2,00% | 24,55%

ime (s , . . .
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It is worth noting that all VND procedures also perform
better and they all improve on average at least 23.44% and at
most 24.58% the results found by the heuristic. That means that
VND procedures improve the solution in average 15% more
than the single local search operators (Table I).

D. Variable Neighborhood Search Procedures

In this section we evaluate and compare three variants of
VNS procedures regarding to the improvement procedures in
the inner loop: (1) B-VNS that uses a simple local search in the

TABLE IV.

inner loop at each iteration and move to the other one as in
Algorithms 1 and 3, (2) VNS _B-VND that uses a B-VND
procedure, and (3) VNS _U-VND that uses a U-VND in the
improvement phase. The gpeighborhoods in the VND
procedures are ordered in . The performances of
VNS procedures have b C1 of the instances
described above. We tg edures by using 4
o 1140s. For each

EVALUATION OF DIFFERENT V ARI4

BVNS VNS_U-VND
Time limit (s) | Instances | Mimetic of Tricoire | % Dev_Best | % Dev_Avg Dev_Best | % Dev_Avg
360 -0.27% 1.56% -1.25% 0.14%
720 -0.56% 1.06% -1.87% -0.27%
1080 Average C1 16820.07 -0.56% 0.99% -2.11% -0.47%
1440 -0.57% 0.89% -2.19% -0.60%
Average -0.49% -1.85% -0.30%
For each time limit and each VNS variant, we report the LUSION AND PERSPECTIVES

deviation from the best solution found over all variants of
instance of class C1 in 5 runs compared to the best solution
found by the mimetic algorithm of [9, 11, 12] (named %
Dev_Best in Table IV). We also compute the deviation from
the average value of the solutions found in 5 runs for all
instances of C1 compared to the best solution found by the
mimetic algorithm (named % Dev_Avg in Table IV). The
deviations are calculated by (3).

== = «= Best_BVNS e Avg_BVNS

o= = = Best_GVNS-VND Avg_GVNS-VND

= = = Best_GVNS-UVND emmmmmms Avg_GVNS-UVN

17200,00
17100,00
17000,00
16900,00
16800,00
16700,00
16600,00
16500,00
16400,00
16300,00
16200,00
16100,00

fx)

Fig. 4.

ants outperform the
our VNS methods are
of all local search
an only the use of one local
he VNS procedure. If we consider
the average results over® pants of instance C1, it appears
that the best average resul obtunded by VNS _U-VND,
and that confirms what we found in the last section.

search in the inner

ustrial application in a Telecommunication
lve the problem, two variants of variable
scent B-VND and U-VND, as well as three
able neighborhood search BVNS, VNS _B-VND
~ U-VND are proposed. All heuristic methods were
nd compared with the methods proposed by Tricoire [9,
e results confirm the effectiveness of our methods.
arding future work, we will generate other instances to
tensify the experimentations. Also, we will consider the
ynamic aspect, where the demands appear dynamically over
planning horizon.
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