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ABSTRACT

This research studies the factors that affect blood pressure in cardiac patients using the Tobit and logistic regression models. The 
data have been collected, from 500 patients with heart disease in hospital – heart center – Erbil. The two levels of blood pressure, 
low and high blood pressures, were taken from the patients as dependent variables plus other, independent variables (gender, age, 
urea, cholesterol, creatinine, and weight). The research shows that the median of blood pressure by means of arterial pressure (MAP) 
equation contains each of high and low blood pressures differently. This is due to the threshold value of 99.33, equal to,12/8 mmHg, 
which represent a normal level of a human blood pressure. The aim of this research is to explain the main concepts and processes 
of Tobit regression analysis (censored and truncated) and logistic regression analysis, which are used for predicting the factors of 
independent variables that have more effect on the response variables, for example, blood pressureand to compare the outcomes of the 
two models (Tobit regression and Logistic regression) in order to determine which of the models best fits our data in which AIC and 
BIC are used. The data analysis of this research shows that the logistic regression model best fits our data, as compared with the Tobit 
regression model. The data analysis has been achieved using statistical packages in R programming, MATLAB and Statistical Package 
for the Social Sciences (SPSS) V.26.
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INTRODUCTION

The health sector is one of the most vital sectors that 
undertake the task of providing health services to all 
members of society through health institutions to protect 

and improve society and achieve the well-being of its members. In 
fact, one of the components of building health in society is to ward 
off all diseases, and at the lead of these diseases is cardiovascular 
disease, which is one of the problems that challenge medicine.

Cardiovascular disease, the leading cause of death 
worldwide, is greatly exacerbated by high blood pressure. 
Around,54% of strokes-and 47% of coronary heart disease 
occur worldwide as a result of high blood pressure. High 
blood pressure is common medical issue that becomes more 
prevalent as people become older.[1]

There have been several statistical studies of individual 
data that include observations in which a dependent variable 
is equal to 0, for a digit of observations in the dataset. This 
behavior is known as censored or truncated data.[2]

Since James Tobin’s work, the Tobit regression has received 
a huge and diverse amount of theoretical interest (1958). Its 
use in practical applications has been developed in fields such 
as economics, biology, finance, and medicine. Tobit regression 
can be seen as a linear regression model where only the data, 
on the dependent variable are incompletely, observed.[3]

Logistic regression is a statistical, method for examining 
the relationship among a dependent variable of a nominal 
level and one or other independent variables so that those 
independent variables are from any type of measurement 
level.[4]

Logistic regression is investigation of the best method 
in the case of the binary dependent variable, according to 
Dayton[5] logistic regression, which is a categorical data 
statistical modeling method. It is the usages of the same logic 
as ordinary least squares regression.

This study, aims at:
1.	 Utilizing both the Tobit and the logistic regression models.
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2.	 Knowing which factors of independent variables is more 
effecter on the dependent variable (blood pressure) using 
both models.

3.	 Comparing the results of the two models to determine which 
one best fits our data that are using Akaike information 
criterion (AIC) and Bayesian information criterion (BIC).

LITERATURE REVIEWS

Shirafkan et al.[6] estimated the potential of Tobit regression, 
as a method to study time to onset of cytomegalovirus in 
renal recipient transplants. The results of this study revealed 
that the age of patients was influenced by the time of onset 
of disease. Consequently, the bigger the age, the shorter time 
required to-start infection.

Karim et al.,[7] Tobit model and the traditional regression 
model were compared on data taken from patients with kidney 
disease, and through using some statistical measures, it was 
concluded that Tobit’s model is preferable than the traditional 
regression model for this type of data.

Taleb et al.[8] used a binary logistic regression model, 
estimating the coefficients of this model the least squares 
method for people with heart disease. The aim of the 
investigation was to compare the actual reasons of death with 
the estimated causes of death. The binary logistic regression 
model concluded that smoking was the leading cause of death.

Rambeli et al.[9] used the binary logistic model for a study 
the aim of which was to identify the factors that influence 
a teacher’s decision to remain in their professional life. The 
result showed that the income was considered as a key factor 
in teacher remaining committed to the profession.

METHODOLOGY

This research contains three parts: The first part of this 
research included the introduction, methodology, aim of the 
study, and review of the literature. The second part of the 
research included the basic concepts of the two models and 
the last part contains data applications, implementation of two 
models, and interpretation of the results.

Tobit Regression Model

Regression analysis is one of the most important ways to 
find out the significant effect between the dependent variable 
and explanatory, variables but sometimes, the dependent 
variable is constrained to the threshold point. In this situation, 
the use of the traditional regression model is biased. With 
this kind of data, using the Tobit regression model is the 
best option. Logistic-regression, it is used as in this, study. 
The analysis of the Tobit regression means the, statistical 
method used to examine the relationship between the limited 
dependent variable and explanatory variables of any type. The 
analysis in this situation is named a Tobit regression. A limited 
dependent variable is the one whose range of potential values 
is constrained in some significant way.[10] Limited dependent 
variable models contain: a – Censoring, in which some data 
are lost but other data are present for certain persons in a data 
collection and b – truncation, in which some individuals are 
purposefully removed from observation.[11]

Tobin used a regression model based on household 
expenditures that particularly took into account the fact 
that (his regression model’s dependent variable) cannot be 
negative. Tobin coined the phrase “model of constrained 
dependent variables” to describe his approach, a term invented 
by Goldberger (1964) for the reason that they resemble Probit 
models. These models are frequently denoted to as truncated 
or censored models. If the observations are lost outside of a 
carefully defined range and are censored, the model is called a 
truncated model.[12] The structural Tobit model
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In the conventional Tobit model, one groups τ = 0 and 
parameterize µ as (Xiβ). That is Tobit model’s likelihood 
function:
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The Tobit model’s log likelihood function is
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The overall log, likelihood is split into two components. 
The first component corresponds to a traditional regression 
for an uncensored observation, while the, second component 
represents the associated likelihood of censoring the test.[14]

Standard Tobit model

Censored regression method has been very widespread as 
a standard Tobit model since Tobin (1958) first presented it to 
evaluate the relationship between household expenditure and 
household income.

y i n'* ����� , , .� � � �x ui i� 1 2

y �y ������if��������y � n� �* *

y � �if�������y n� �0��������� *

Where, ui is identical independent distribution (iid). 
Drawings from N(0, σu).

yi and Xi are observed in the sample, but the yi
*  is unobserved 

if � *y i2 < 0. The likelihood function for this model is:[12]
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Censoring

A regression, model is said to be-censored when the recorded, 
data on the dependent variable (the response) cutoff outside 
a certain-range with multiple observations at the-endpoints 
of that range. When the data are censored, variation in the 
observed dependent variable will underestimate the impact of 
the regression on the actual dependent variable. As a result, 
coefficient estimates from standard ordinary least squares 
regression employing censored data are often biased toward 
zero.[15]

Truncation

Truncated data, or missing data, are discovered when an 
observation is not reported despite of whether it is below or 
above a specific level that differs. In actuality, these are known as 
left and right truncation, respectively. The truncation effect can 
also happen when only a small portion of a larger population is 
represented in the sample data. In addition, the response variable 
in the model is truncated if observations are not possible while 
taking values inside a particular range. Consequently, when the 
dependent variable is within that range, neither the dependent 
nor the independent variables are observed.[2]

Logistic Regression Model

What distinguishes a logistic regression model from the, linear 
regression model, in logistic regression, could be the result 
variable which is either binary or, dichotomous. This difference 
among logistic and linear regression is reflected both in the 
choice of a parametric model and it assumptions, whereas the 
methods used in a logistic, regression study follow the same 
fundamental principles, as linear regression.[16,17]

Logistic regression model circuitously models the response 
variable created on probabilities linked with the digits of 
the dependent variable y. We will use P(X) to represent the 
possibility of a response when y = 1. Furthermore, we will 
define, 1–P(X) which represents the possibility of a response 
when y = 0. These probabilities are written as follows:

P X P Y X X Xk� � � � �� �1 1 2| , ,

1 0 1 2� � � � � �� �P X P Y X X Xk| , ,

The logistic regression equation and the regression 
equation with a straight line, equation 
( Y X X Xk k� � � � ��� � � �1 1 2 2 . ) are related by the formula 

below. The logistic regression equation form is rewritten as 
such:
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The logistic regression model can be calculated using the 
formula below.[17,18]
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Estimate the Parameters of Logistic 
Regression Model

The approach of maximum likelihood estimation will be used. 
The log likelihood is given as:[19-21]
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Cox and Snell R2 statistic

In the logistic regression model, the determination coefficient 
R2 used to determine the fittingness of the proposed regression, 

Table 1: Five hundred patients sample

ID Y: BP X1: Gender X2: Age X3: Urea X4: Cholesterol X5: Creatinine X6: Weight

1 88 (0) 1 70 68 127 1.26 89

2 76 (0) 2 40 41 117 0.97 96

3 99.33 1 44 34 201 0.59 74

4 85 (0) 2 43 33 221 0.67 107

5 117 1 55 54 226 1.12 88

6 92 (0) 1 67 31 173 0.72 76

7 96.67 1 47 43 165 0.78 65

497 107.67 1 54 31 160 0.87 85

498 93.67 2 63 16 109 0.6 69

499 106.67 1 58 25 100 0.73 67

500 118.33 1 69 38 134 1.11 65

BP: Blood pressure
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models for the study data is changed by the R2 Nagelkerke, 
Cox, and Snell R2 computation statistics.

Can be calculated as: �
( / )
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L0: Maximum likelihood for constant in the model.
L1: Maximum likelihood independent variables in the model
n: Sample size[22]

And, can be calculated as:
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The Hosmer-Lemeshow test

The Hosmer and Lemeshow test is a widely-used test for 
determining a model’s quality of fit. It accepts any number of 
explanatory-variables, which can be continuous or categorical. 
It is used to test the hypothesis:

H0: The model is adequate for data
H1: The model is not adequate for data

The model will be a useful model if (Hosmer and 
Lemeshow) static is >0.5.[22]
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Wald statistic

The Wald test is used to determine whether or not the effect 
of the logistic regression coefficient on the independent 
variables.[23]

The Wald statistic is calculated according to the following formula: 
2

2       
.

W
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The classification table

The use of classification tables is one of the ways to check 
the quality of matching the model with the data. This method 
depends on creating tables that put the number of cases that 
have the desired trait or the cases that do not have the desired 
trait and that were categorized correctly or incorrectly. The 
concept behind using the analysis is it leading to better results 
if the model is data compatible.[24]

The AIC

AIC as a model selection criterion for assessing actual data, 
it has played a key role in solving issues in a wide range of 
fields, and the model by the lowermost AIC is chosen as the 
best model.[25]

AIC L K�� �� log *2 2

The BIC

In statistical model selection, the BIC is unique of the best 
well-known and commonly used tools. BIC is calculated for 
each of the models, and the model with the lower BIC value is 
selected as the best model.[26]

 2log 2* log *BIC L N K=− +

DATA ANALYSIS

In this study, the two models of Tobit and logistic regression 
models have been applied on a sample taken from 500 patients 
with heart disease and two levels of blood pressure, high and low 
blood pressure, in hospital – heart center – Erbil. Blood pressure 
is taken from the patients as response variables and some 
independent-variables (gender, urea, age, cholesterol, creatinine, 
and weight). The study found that the average of blood pressure 
by means of arterial pressure (MAP) equation contains each high 
and low blood pressure differently because the threshold point 
was determined to be 99.33. To take the best model for our data 
in the study, two statistical measures (AIC and BIC) were used.

Note: All assumptions and tests related to Tobit and 
logistic regression models have been applied before we started 
the data analyses in this study.

Data Description for Tobit Regression 
Analysis

In this study, the data are gathered from 500  patients with 
heart diseases, and the two levels of blood pressure; high and 
low blood pressure were taken from patients as dependent 
variables and the variables: Gender, age urea, cholesterol, 
creatinine, and weight as the independent variables (Table 1). 
The researcher set that the medium of blood pressure by MAP 
equation contains each highest and lowest blood pressure 
differently because the threshold point was determined to be 
93.33,

In regards, the dependent variable in this study has been 
defined as:

Y=Y*	 Y*>93.33

Appropriately, the limitation threshold point Y =  93.33 
was regarded the limitation threshold point y = 0, in 
accordance with the stated theoretical presentation, and the 
model will be referred to as the following model:

Y=Y*	 Y*>93.33

Y=0		 Y*<=93.33

The explanatory variables in this study are the follows:
X1: Gender (male and female)
X2: Age measured by year
X3: Urea (mg/dL)
X4: Cholesterol (mg/dL)
X5: Creatinine (mg/dL)
X6: Weight measured by kg

The explanation of the variables is presented in Table 2 in 
which contains independent variables and dependent variable 
and the table views the maximum, minimum, mean, and 
standard deviation of data.

Application of Tobit regression model analysis (Censored and 
Truncated)

Because of the researcher initially checked all the necessary 
assumptions that must be present in the data before starting to 
analyze the data, and also set a unified standard for the data 
in this study, it becomes clear for us that there is no problem 
in terms of our data and we can use the data for analyzing.
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Censored regression model

First, let’s start with censored-regression model are: Censored 
(formula = Y~ X, -left = 0, right = Inf., data= data 1) Total 
(n = 500 observation, left censored = 132 observation, 
Uncensored = 368 observation, left censored (Y < 99.3 then 
Y* = 0: Observation).

Table  3 presents the results of the exact regression 
model. The coefficients of the independent variables sex, 
age, cholesterol, creatinine, and weight are positive because 
the variables have a positive relationship with the dependent 
variable (blood pressure), while the coefficient of the 
independent variable urea is negative because the variable has 
a negative relationship with the dependent variable (blood 
pressure). According to the findings in Table 3, the variables 
age, cholesterol, and creatinine all significantly affect blood 
pressure. The summarized fit to the censored regression model 
is log-likelihood = −2125,549, AIC = 4265.1, BIC = 4294.6. 
The score for the best model is determined by the lowest value 
for AIC and BIC.

Truncated regression model

In this case, the number of observations turns to 368 due to a 
truncation.

Table  4 shows the results from truncated regression 
model. Those coefficients of the independent variables such as 
gender, age, cholesterol, urea, and weight are positive for the 
reason that the variables take a positive relationship with the 
dependent variable (blood pressure) whereas the coefficient 
of the independent variable creatinine is negative because 
has a negative connection with the dependent variable (blood 
pressure). It is through the conclusion in Table 4 that only the 
urea variable has the effect on blood pressure.

Logistic Regression Analyses

In this part, we use binary logistic regression since the dependent 
variable in this study is blood pressure and the researcher has 
taken the average of blood pressure by MAP equation which 
contains each of the high and low blood pressure differently 
because of the threshold points which was determined to 
be 93.33. The patient whose blood pressure is >93.33 is 
considered to be infected and takes the worth of one while the 
patient whose blood pressure is ≤93.33 is considered to be 
uninfected and takes the value of 0, and the other variables are 
gender, age, cholesterol, urea, creatinine, and weight.

Y: The dependent variable has a binary response code: 

Y
Infected
Uninfected

�
�
�
�

1

0

The independent variables are the same as the variables 
written above.

Application of binary logistic regression analysis

Let’s start with the outcome of the classification table starting 
with the zero stage in which the model is free of independent 
variables (only the constant).

Table 5 represents the baseline model, which is a model 
without our explanatory variables. The overall right percentage 
was 73.6% which refers the model’s overall explanatory 
strength . The initial log likelihood function (-2 log likelihood 
function)= 577.2.

Omnibus test of logistic model coefficients

Based on the model coefficients in omnibus tests, we find that the 
Chi-square tests are to illustrate if there is an important variance 
between the factors of the nil model and the current model.

Table 2: Descriptive statistics of variable

Variables Minimum Maximum Mean SD

BP 70.33 141.00 101.23 10.97

Gender 1 2 1.33 0.47

Age 17 86 57.73 11.24

Urea 11 198 40.11 20.53

Cholesterol 63 326 167.36 45.02

Creatinine 0.11 10.70 1.58 1.195

Weight 48 135 78.83 13.47

BP: Blood pressure, SD: Standard deviation

Table 3: Censored regression model

Coefficients Estimate SE t Pr (>t)

Constant −127.94562 25.77314 −4.964 6.89e‑07*** 

Gender 3.57944 5.59007 0.640 0.522

Age 1.91136 0.24742 7.725 1.12e‑14***

Cholesterol 0.25688 0.05688 4.516 6.30e‑06***

Urea −0.11037 0.12724 −0.867 0.386

Creatinine 12.21152 2.09200 5.837 5.31e‑09***

Weight 0.31290 0.19800 1.580 0.114

*** mean P ≤ 0.001

Table 4: Truncated regression model

Coefficients Estimate SE t Pr (>t)

Constant 98.7995674 4.7143913 20.9570 <2e‑16*** 

Gender 0.6703624 0.9215182 0.7275 0.46695

Age 0.0645897 0.0448466 1.4402 0.14980

Cholesterol 0.0015114 0.0094141 0.1605 0.87245

Urea 0.0520044 0.0202811 2.5642 0.01034*

Creatinine −0.2198352 0.3154896 −0.6968 0.48592

Weight 0.0040456 0.0340886 0.1187 0.90553

SE: Standard error; * mean P ≤ 0.05 and  *** mean P ≤ 0.001

Table 5: Classification table shows that the model has a constant 
bound zero step

Observed Predicted

Y Percentage correct

Uninfected Infected

Step 0

Y

Uninfected 0 132 0.0

Infected 0 368 100.0

Overall percentage 73.6
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Table 6 displays that the current model is meaningfully more 
suitable than the null model. Model coefficients omnibus test offers 
significant reduction in the −2 log likelihood value = 426.572= 
as compared to −2 log likelihood value  =577.2 of the null 
model. This indicates that the Chi-square values for step, block, 
and model are all the same. P < 0.05 illustrating that the model’s 
accuracy increases when explanatory variables are included. 
Furthermore, the Chi-square is significant (χ2 = 150.628, df = 6, 
P < 0.05). As a result, our new model is bested.

Hosmer and Lemeshow test

Being a goodness of fit test for logistic regression, it fits the 
data model.

Table 7 explains since P = 0.226, it is larger than the level 
of significance at 5%. We may well conclude that the data are 
will be suitable to the model.

Cox and Snell R2, Nagelkerke’s R2

The Cox and Snell R2, Nagelkerke’s R2 values are utilized to 
estimate the model’s fit to the data.

As the Nagelkerke’s R2, Cox and Snell R2 values given 
in Table  8 are examined, the ratios of interpretation of 
the independent variables over the dependent variable are 
shown. The value of Nagelkerke R2 is the modified form for 
the Cox and Snell R2 coefficient. Giving to the outcomes 
shown in Table  8, it is seen that the dependent variables 
determine 26% of the variance in the independent variables 
according to the value of Cox and Snell R2, and 38% 
according to the value of Nagelkerke R2. The amount of the 
−2 log likelihood statistic is 426.572 in model summary for 
the whole model.

Table  9 is corresponding to Table  5 but it is based on 
the model that contains our explanatory variables. The total 
percentage of correct was 79.2% which replicates the model’s 
overall explanatory strength. Classification table contains the 
constant term and the rest of the predictors, that is, 91.6% 
were correct for the infected of blood pressure and correctly 
classified. This table shows how many events were correctly 
predicted (59 cases were observed to be uninfected and were 
correctly predicted to be uninfected; 337 cases were observed 

to be infected and were correctly predicted to be infected) and 
how many were not (73 cases are observed to be uninfected 
but are predicted to be infected; 31 cases are observed to be 
infected but are predicted to be uninfected).

Variables in the equation logistic-regression model

The variables in the equation logistic regression are the 
most essential of all the outputs. This table must be studied 
carefully since it contains the answers to our questions about 
the common relationship between all variables.

Table 10 shows the values of Wald test that represents the 
parameter of the test value of the model and it appears that 
the variables (age, urea cholesterol, and creatinine) represent 
the significant variables in the research. It is by associating the 
P-value with the level of significant (0.05) that the p-value 
represents the significance of the effect of the variable on 
the patient condition, that is, it is significant when P < 0.05 
was considered for the variable under test. It shows that the 
variables (gender and weight) are not significant variables 
in the study, and it is through comparing the P-value with 
the level of significant (0.05) that the P-value represents the 
non-significance of the effect of the variables on the patient 
condition, that is, it is no significant when P > 0.05 was 
considered.

As far as Table 10 is concerned, the logistic computation 
coefficients that may be utilized to build a predictive equation 
could be:

Y �
� �

� � �
�

�
��

�

�
�� � � � ��log

p x

p x
x x xk k1 1 1 2 2� � � �

The effect factors for blood pressure in cardiac patients 
can be ranked as follows based on the value of the odds ratio. 
Likewise, we can write the logistic regression computation 
with just significant variables:

Logistic equation (Model): Y  = −7.689 + 0.080 
Age - 0.016 Urea + 0.013 Cholesterol + 1.451 Creatinine

Table 10 shows, Exp(β) = eb represents the ratio changed 
in the odds of the event of importance for a one unit variation 
in the predictor.

The value of Exp(β) for the variable gender indicates 
that when the gender changes from the value 0 (female) to 
the value 1 (male), the probability of disease blood pressure 
in patients with heart disease increases because the value of 
Exp(β) is >1. Such incomes indicate that the blood pressure of 
males is higher than females.

Table 6: Omnibus test

Step 1 χ2 df Significant

Step 150.628 6 0.000

Block 150.628 6 0.000

Model 150.628 6 0.000

Table 7: Hosmer and Lemeshow test

Step χ2 df Significant

1 10.595 8 0.226

Table 8: Summary of logistic regression

Step −2 Log 
likelihood

Cox and Snell R2 Nagelkerke R2

1 426.572a 0.260 0.380

Table 9: Classification tables

Observed Predicted

Y Percentage correct

Uninfected Infected

Step 1

Y

Uninfected 59 73 44.7

Infected 31 337 91.6

Overall percentage 79.2
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The odds ratio for the variable age is >1, Exp(β) = 1.083. 
This means that each additional rise of 1 year in age is in touch 
with the increase in the odds infected of blood pressure in 
cardiac patients.

The odds ratio for the variable urea is <1. This means that 
each additional increase of one unit in urea is associated with 
decrease in the odds infection of blood pressure in cardiac 
patients with 0.984 times.

The odds ratio for the variable cholesterol is >1. This 
means that each additional increase of one unit in cholesterol 
is related to the increase in the odds of blood pressure in 
cardiac patients with 1.013 times.

The odds ratio for the variable creatinine is >1. This 
means that each additional increase of one unit in creatinine is 
related to the increase in the odds infection of blood pressure 
in cardiac patients with 4.267 times.

The odds ratio for the variable weight is >1. This 
means that each additional increase of one unit in weight is 
associated-with the increase in the odds infection of blood 
pressure in cardiac patients with 1.011 times.

DISCUSSION

There are different techniques for comparing the analysis 
of two or more models; however, the AIC and BIC criteria are 
two that may be worth considering.

Table  11 shows a comparison between three regression 
models censored, truncated, and logistic, for choosing the most 
fit model to our data of blood pressure in cardiac patients, 
the AIC and BIC values with the least values are chosen. The 
results display that the logistic regression model is better and 
more suitable rather than truncated regression and censored 
regression for our data, because it’s AIC equal to 591.2 and 
BIC = 620.7 are the lowest values contrast with Tobit models 
(censored and truncated).

CONCLUSION

It has been concluded the following:
1.	 In the censored, regression model, the explanatory, 

variables (age, cholesterol, and urea) significantly 
impacted on blood pressure.

2.	 The results, from truncated regression model show, that 
only the urea variable has the effect on blood pressure.

3.	 According, to the results classification table, logistic 
model is, correctly classifying the consequences for 79.2% 
of the cases, compared to 73.6% in the null, model.

4.	 According to the Hosmer-Lemeshow test, our data fit the 
logistic regression based on a χ2 = 10.595 and P-value 
greater, than a significant level.

5.	 Wald’s test showed that the variables of age, creatinine, 
cholesterol, and urea, respectively, contributed 
significantly to the prediction, depending on the P-value 
(0.000 < 0.005). The variables that do not have a 
significant, effect are weight and gender.

6.	 It was concluded, that the logistic regression model for 
the sample under study or for our data is better, than the 
censored regression model and the truncated regression 
model after comparing, their AIC and BIC values.
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