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The problem ef constn.Jcting an n by n Jacobi matrix J 
with prescribed spectrun O.¡J"1, such that the sutmatrix 
J( p), obtained fran J by deleting its pth row and cohm1J 
also has a prescribed spectrun {µ¡)n-1 1 is studied. The 
cases p=1 and. p:n are well Known. For the case 2. :$ p $ n-1 
i t is shown t.hat the problem has a unique solution under 
the condition A¡<µ¡<Ai+1• i=i, 2, ... n-1. 

t- INTRODUCTION 

A Jacobi matrix i s any real, symmetric, tridiagonal 
matrix of the form 

a b 
1 1 

b a b 
1 2 2 

o 
b 
n-! 

b a 
n-1 n 

~~-tJ:;a,FaoilliddeCi!Dciasyllmanídides. 
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where b1> O, 1 $ i $ n- 1. For any square matrix X we 
denote by X{ p) the t runcated matrix obtained from X by 
deletrng its pth row and column,and by a(X) we denote 
t h e set of eigenvalues IA¡(X)) of X. 
This paper deals with the following lnverse Ei genvalu e 
problem: Given the sequences of real m..n*>ers t>..1J"1 
and h.111n-1 1, which satisfy the interlac ing condition 
>..¡<µ¡<>..1+1 , 1 $ i $ n- 1, f ind an n by n J acob i matrix J 
such that a(J)•(Ail and a(J( P)• (µil . 

Most o-f the research about this problem has t aken as initial 
spectral data the set of eigenvalues of J and the set of 
eigenvalues of J(\ 1) (or J(\n)). The reason for this is 
that J(\l)(and J(\n))is also a Jacobi matrix and thereiore 
its eigenvalues are distinct and strictly separate those 
of J, that is, A¡(J) < Ai (J(\ 1)) < •i+n(J),1 si S n-1, (see 
Wilkinson [11] ). 
The case p = 1 ( p:n is the analogous case) has been studied 
by ~hstadt [9], Gray and Wiison (7], Haid [8], de !loor and 
Golub [2] Gra¡¡g and Harrow [6]. 

1he situation is canpletely different if we consider as 
initial data t.he spectra of J and J( p) for 2 s p ! n-1. In 
this case, J( p) is not a Jacobi ma.trix and hence ita 
eigenvalues need not to be distinct nor strictly to separate 
those of J. 

The following example illustrate this s ituation: 

J 
J!.5 o ] o J Z.5 

JZ. 5 O 

is a J acobi matrix with eigenvalues(-2,0,2).J(\1) and J(\3) 
have eigenvalues which strictly interlace t he eigenvalues of 
J . However 1 J(\ 2) = o does not satisfy that property. The 
case 2 5 p 5 n-1 has been considered in (3), (5), [10]. 
A numerical algorithm t o compute the entries of J i s given 
in (10]. 

'nle paper is self- contained and is organhed as fo l lows: in 
section 2 we discuss the cases p:t. and p:n; m section 3 we 
sl'nrt tXlW we may construct a Jacobi matrix J with ¡rescribed 
spect.n.m such that J ( p ), 2. ~ p ~ n-1, al so has a prescribed 
spectnm. 
\lle also sh:Jw section ij, that if J is a persynmetrix Jacobi 
ma.trtx. that is , synmetric with respect to its second 
diagonal, we may uniquely reconstn.lct J frcm only one 
spectnm and one singl e additional piece Of t.nformati on. 
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Let Q be the orthogonal matrix of eigenvectors of J. 
Then QTJQ •A• diagtJ. 1 , .. .,>nl· Since QT(J.J-J}Q•H-A, then 

( ll (H-J¡ - 1,Q(H-A)-IQT, 

As 

X 

X 

X 

X 

X 

X 

X 

X 

p(n;J. 1 

where p(p¡A) denotes the characteristic polynomial of 
J(p),the diagonal entries of p,I-J)- 1 are given by 

< (J.1-J) - !pP' Pp>•.E.1.ei....'1• 
p(J.) 

where ep is the pth unit vector. 'I'he right-hand side 
of ( 1 ) is 

Q (J. l - A) - 1 Q T' Q ( Q 1 1 Q 2 I ·. · I Q n ) ' 

wher e 

ii.i·~· ........ ~)'!'; j•l,2, .. ., n. •-•1 •-J.n 

Hence, by comparing the en tries in posi tion (111) in both 
s i des Of ( 1 ) we find 

n 2 
.E.J.hll • ~ 21 k 

P(J.i K•I--¡:::¡;¡; 

Taking the limi t when >. tends to ). j we obtain 

2 
( 2 ) q 1 j '.E.1.!i.41 

P' ( J.j) 
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We N!IDaT'I< that right-hand side of (2) is positive because 
of the interlacing condltion X¡CJ) < X¡(J(\i))<A¡+¡(J). 
Since J=Q/\fa.T, we have Jk:Q\k_¡QT, '1b!n 

n K 2 n K 
<Ji<e¡, e¡>,<G\kfoTe¡, e¡>'E X¡q¡¡'E X~ 

j,¡ ¡,¡ p' (A¡) 

That is, 

n K 
(3) <Ji<e¡, e¡>'E AiE.W...U 

j,¡ P' (Aj) 

We hasten to point out that the identity (3) was given by 
Hochstadt (9). Hence, if we are given the spectra of J and 
J(\1), Hochstadt showed that we way construct the matrix J 
uniquely. In fact, for K = 1,2 in (3). we have <Je1 1e1>=a1 
and <J2e1 1e1>=a21+b21 1 so that we compute ª1 and b1 1that 
is, the first row of J from 

n 2 2 n 2 
a¡ ,E A!Ei!i.hl, 

¡,¡ p' (A¡) 
and a¡+b¡ ,E >!Ei!i.hl 

id P' (Aj) 

Next., K=3 and K=i! will give a 2 and bz, and so forth. 
Following this procedure we determine all the entries of J 
uniquely. 
'Yle note that by comparing the entries in position (n,n} in 
both sides of (1) we obtain 

2 
('i) 'ln.i'.l?.1!!i..li.l 

P' (Aj) 

and 
n K 

(5) <Ji<en, •n>'E Ai.l'.Í!!L!i.l 
i=1 p' (.>..1) 

'Ih.la, in the case that we are given the spectra of J 
and J(\n) 'Ne may apply the Hochstadt's tectnicp..le to canp.rt.e 
the entries of J backwards in the order a,,, bn-11 

"1-11 ... •\ ª2:• b1, ª1· 
~ 1-k>chst.adt uniqueness result was ccznplement.ecl by Gray and 
'Wilson (7), and Hald (8), who proved that. if we are given the 

s 



sequences oi real nud:>ers lAil"1 and fµi)n-11, \lr'hich 
s trictl y interlace, then there exists a unique n by n 
Jacobi matrix J such that a(J),!•11 and a(J(\l)),(µil· 

Let be p an integer, 2~p~n-1. The matrix J( p) 

has the form J ( p) = where A and B are 

Jacobi matrices of order (p-1) and (n-p), respectively. 
Let a(A),(a¡I and a(B)'(~¡). Then a(J( p),a(A) U a(B). 
Let X and Y be the orthogonal matrices of eigenvectors of 
A and B, respect1vely. Then, by(4) we find that 

2 -
(6) Xp-1, J '~; jd, 2, .. ., p-1, 

q' (aj) 

where q().),det(U-A) and q().),det().1-A),with 
A=A( p-1)as the left principal submatrix of A.Concerning 
the matrix B we have by (2) 

- -
where r().),det(U - B) and r().),det(U-B),with 
B::B(\1) the right principal submatrix of B. 

We note that by using Hochst.adt!s technique we may construct. 
the matrices A and B uniquely provided that we know their 
spectra (a1J and (~kl and the values q(a1) and 
r ( ~ K ) • 
By expanding det(U- J) along the pth row we find 
that the characteristic polynomial of J is given by 

2 - 2 -
(8) p().),(•-•p)q().)r().)-bplq().)r ().) -bp q ( ).)r().). 
Hence, 

(9) q (a¡)• -1 
¡;z--

p- 1 

.E.i!!i.11 i=i, 2, ... , p-1 and 
r(a¡ ) 

6 
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(101 ;::<Ski'--¡;2-1-­

P 

~' !<::1, 2, ... , n-p 
q ISk 1 

n p-i n-p n-1 
Let p,ili::i ami !a1l¡::t U (f31<lk::i ::fµjlj::i be sequences 
of rea l numbers, wt.iict.\ satisfy tA.e i nterlacing condition 

(1 1 ) A¡< µ1 < Ai+1, 1 ~ l ~ n - 1. 

Let p be an integer 1 2 ~ p ~ n-1. Tt.J.en,there exists a 
ur.iique Jacobi matrix J' sue:lll that <iT (J):: {)..i l ami r;:r (J ( P) ) = 
' IWi l · 

PROOF: 

We form the p0lyr.H;,mia l s p p,) =TI (A-A¡) ar.id 
i::i 

n - 1 
s(A),n(>-µj)'q(!)r(!), wMere q ( A),n(!-~il ano! 

j:i iEI 

r p,) =TI p .. - µk) 1 with I anEI. K l:>erng tt.Je sets 0f iml.ices 
kEK 

for which µ¡ ::a1 ar.id l!l·k =fil1< , respecti V•ely. 

If the matrix J exists, its cflaracteristic p0lyn0mial 
p(A) must satisfy (€1 ). Cons1der tt.le c:¡uotient 

2 - 2 -
' (),-ap-bp-l q ( ! )r (> )+ID0g ( ! j.r(> ) 

s (A) 

n-1 
:: (A -ap) - l: ---EL_, 

l :: 1 >.-µ¡ 
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where the constants c1 are determined as the residues 

by integrating around a circle Ci sufficiently small se 
that its interi!or eentains enly the pole µ1. Hence 

n-1 
Efil ' 1•-ap) + I! ...Ril!iL• 
s(A) i•I s'(µ¡)(A-µ¡) 

whence, 

2 -
(12) bp-L'ill.l•-I! ___p_ir!il_ 

q(A) iEi s' (µ¡)(A-µ¡) 

Taking the l im.it as A goes to a> yields 

Since the zeros of p(.'J and s(A.) satisfy (11), 

2 2 
bp-I > o and bp > o. 

llow, by (9) and ( 10) we have 

( !&) _i¡w, -1 .E.(W, iEI 
q• (µ¡ )-¡;z- s.(µ¡) 

p-! 

(!7 ) ~' -1 .E.1J'kl, KEK 
r• (~)-¡;z-s• (~) 

p 



Smce bp-1 and bp are required to be positive, (14) 
and (15) give bp-1 and bp uniquely and consequently 
..9...ULiJ., i E l and r:...i..l:!k.li k E K are also obt.ained uniquely. 
q' (µ¡) r' (IJ¡¡) 
We ncw use (5) (with J,A aAd n•p- 1) and (3) (with J,B and n 
as n-p) to CCJ:D?..lte uni•quely al l the entries of A and S. 
respectively. It only remains to ccnip..rt.e the ent.ry ªP' 
which is uniquely obtair:ied frcm 

n n-1 
(18) ªp'E Xi- Eµ¡. 

i:1 i:1 

Thus, the proof is c0mpleted. 

4. The case Qf ~ persymmetric Jaeobi matrix 

I:f J is a persymmetric Jacobi matrix, that is, 

then there are partfo\!llar cases in which we can uniquely 
r econstr uc t J from 0r:ily 0ne spectrum, the spectrum of 
J( p)1 and one single additional piece of information. 
We show this in the f0 lllowing corollaries: 

sat is fy ( 19 ) . Let n ~ 4 be an even rn.mt>er. 'll1en J can be 
uniquely reconstructed ' if p:n+2 (or p:;J]). 

2 2 

Ct>aerve that the nll?lber of unkn0Yn1s equal t.he m.ni>er of 
data. lf A denotes the left principal subnatr iX of A. then 
frcm the S)mlletric condition (19), B is similar to A and we 
have q (A) ' det (Al-A) ' det (A!-8 ) ' r(A). Then a(A) ' ( ~¡ ), 
and the ~i •s s trictly int erl ace the a¡ 's. Hence, we can 
determine the matrix A uniquel y . cnce we ha.ve found A we ha.ve 



a lready CaD?Jted B since al 1 the entries of B are al so of A. 
It on ly renains to ccmp.1te the pth roN of J, that is, the 

entries bp- 1• api bp· However, frau (19) bp : bp-2 €A and 
ap=ªp-l € A. Finally, bp-1 is obtained frau TI bi . 
For p : n/ 2, A becane similar to t.he right principal sutmatrix 
of B and we construct the matrix B. 

Let a(A) a nd a(B) be gi ven and disjoint. Assume that the 
t race of J is known and its entries satisfy (19). Let n ~ 4 
be an odd number. Then J can be uniquely r"econstructed if 
p:n+3 (or p:n-1 ). 

2 2 

Here B is similar to the left principal submatrix of A. 
Then, 

whence, 

- 2 
q (aJ),~ and 

ªrªp-1 

Note t hat a · cannot equal ªe-1because if that is the 
case, from (~O) we would ha ve r(a j):O and a J E: a(B), 
contrad1cting the hypothesis of the corollary. Taking the 
sum from j:1 to j:p-1 in (21) we have by (6) 

10 
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Next 1 we compute ªP am:I. ªp-1 from ªP = tr (J )-tr (J ( p)) 
and ªp-i = tr (A )-t.r (8 )-ap, Hence 1 bp-Z can be uniquely 
determined from (22) and consequently we also compute 
~ uniquely from (21). Now, we are in position to 
q ' (Oj ) 

determine uniquely alol U1e er.i.tries of A by the use of the 
identity (5). Beea\!lse 0f the symmetric condition (19), all 
the en tries ef B as welll as the en tries of the p th 
row of J,are compl.!lted as elements of A. For p = n-1 the 
role of the submatriees A a•nd B is interchanged. 2 

11 
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