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ON THE CONSTRUCTION OF JACOBI MATRICES FROM

(SCAR RO J. - RICARDO SORO K.

ABSTRACT

The problem of constructing an n by n Jacobi matrix J
with prescribed spectrum “‘i]niv such that the submatrix
J( p), obtained fram J by deleting its pth row and colum,
also has a prescribed spectrum (piln_‘i is studied. The
cases p=1 and p=n are well Known. For the case 2 < p ¢ n-{
it is shown that the problem has a unique solution under
the condition Aj<pj<Xjsq, iz4,2, ...n-1.

1~ INTRODUCTION

A Jacobi matrix is any real, symmetric, tridiagonal
matrix of the form

a b (0] (0]
1 1
b a b 0
1 2 2
0 3
b
n-1
(0] b
n-1 n
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where bj> 0, £ ¢ i ¢ n-{, For any square matrix X we
denote by X( p) the truncated matrix obtained from X by
deleting its ptN row and column,and by o(X) we denote
the set of eigenvalues {Ai(X)] of X.

Thie paper deals with the following Inverse Eigenvalue
problem : Given the sequences of real mmbers {\;}Ty
and (U,‘In_lp which satisfy the interlacing condition
Ai<Pi<hisg, 1 < i ¢ n-y n by n Jacobi matrix J

, find an
such that o(J)={ri} and o(J( p)=tpil.

Most of the research about this problem has taKen as initial
spectral data the set of eigenvalues of J and the set of
eigenvalues of J(\1) (or J(\n)). The reason for this is
that J(\i)}and J(\n))is also a Jacobi matrix and therefore
its eigenvalues are distinct and strictly separate those
of J, that is, A{(J) < A\j (J(\1)) < Ajan@) 1 € i € n-4, (see
Wilkinson [11]).

The case p = 1 ( p=n is the analogous case) has been studied
by Hochstadt [9), Gray and Wilson [7), Hald [8), de Boor and
Golub [2) Gragg and Harrow [6].

The situation is completely different if we consider as
initial data the spectra of J and J( p) for 2 ¢ p ¢ n-1. In
this case, J( p) is not a Jacobi matrix and hence its

eigenvalues need not to be distinct nor strictly to separate
those of J.

The following example illustrate this situation:

0 VAREE o
U= RN SO Y 2.5
0 Je.s )

is a Jacobi matrix with eigenvalues{-2,0,21.J(\1) and J(\3)
have eigenvalues which strictly interlace the eigenvalues of
J. However, J(\2) = 0 does not satisfy that property. The
case 2 ¢ p ¢ n-i{ has been considered in [3), [5), [10).

A numerical algorithm to compute the entries of J is given
in [10].

The paper is self-contained and is organized as follows: in
section 2 we discuss the cases p=i and p=n; in section 3 we
show how we may construct a Jacobi matrix J with prescribed
spectrum such that J( p), 2 ¢ p ¢ n-1, also has a prescribed
spectrum.

We also show section 4 that if J is a persymmetrix Jacobi
matrix, that is ,symmetric with respect to its second
diagonal, we may uniquely reconstruct J fram only one
spectrun and one single additional piece of information.
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2.- The case

pxt

and

JACORI MATRICES

=n.

Let Q be the orthogonal matrix of eigenvectors of J.
Then QTJQ =A= diagfhy,...,\p}. Since QT (AI-J)Q=AI-A, then

(1)

As

(A\1-0)~1=q (A1-A)~1aT,

(AI-0)7: 4 adj(AI-d)= 4

det (A\I-J)

P (L)) X
X 3

b3 X

x X

where p(pj\)

J(p),the diagonal

<(N=0)71po po>zp(pi)),

P(\)

X X
X X
3 X
X P(mix)

denotes the characteristic polynomial of
entries

of (M-J)"! are given by

P(N)
where ep is the pth unit vector. The right-hand side
of (U ae 18
G (N T s O R [ @il
i 2 n
where
GQy= (Y v, GOIT G4, 2, ey
A5y Ahn

Hence, by comparing the entries in position ({,1) in both

sides of (1) we find

n 2
P(L,\)= £ 21k
P(\) K=t A-hg

Taking the limit when \ tends to Aj we obtain

1 A
P’ ()

2
(@) aqyy=

E———

\
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We remark that right-hand side of (2) is positive because
of the mterlacmg condition ALFI) < AT\ 44 ().
Since J=GA;QT, we have JK =GAK QT

k2 n
<Jey, eg>=<anK jaTey, e1> z: A\idyj=E x,ggi Ai)
=1 1=t p'(Ag)

That is,

n g
(3) <JKey, e(><E Ajp(1;))
it p ()

We hasten to point out that the identity (3) was given by
Hochstadt [9). Hence, if we are given the spectra of J and
J(\1), Hochstadt showed that we way construct the matrix J
uniquely. In fact, for K = 1,2 in (3), we have <Jey,eq>=ay
and <J%ey,eq>= aepbei, so that we compute ay and by,that
is, the first row of J from

i B.28 a
ay=E Ajp(4jXj), and ag+by=T Ajp(1; i)
izt p'(A) i=1 pY(A;)

Next, K=3 and K=4 will give a; and bp, and so forth.
Following this procedure we determine all the entries of J
uniquely.

We note that by comparing the entries in position (n,n) in
both sides of () we obtain

(4) q,au: 0 Ay
P’ (A5)
and
nog
(5) <Jken, en>=L A\jp(mj Aj)
iz p’(Aj)

Thus, in the case that we are given the spectra of J
and J(\n) we may apply the Hochstadt's technique to compute
the entries of J backwards in the order ap, bp-y,

an—qy .+« +» 33 by, Ay

The Hochstadt uniqueness result was camplemented by Gray and
Wilson (7), and Hald [8), who proved that if we are given the

5 ( \
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sequences of real numbers Hilni and (ui]“_ii, which
strictly interlace, then there exists a unique n by n
Jacobi matrix J such that o(J)={Aj} and o(J(\1))={pj].

Let be p an integer, 2<¢p<n-i. The matrix J( p)

has the form J(p) = |A 0|, where A and B are
0 B

Jacobi matrices of order (p-1) and (n-p), respectively.
Let o(A)={a;} and o(B)={Bj}. Then o(J( p)=0(A) U o(B).
Let X and Y be the orthogonal matrices of eigenvectors of
A and B, respectively. Then, by(4) we find that
2 =
(6) Xp-y, g =4(&3)i J=4,2 ...h oL,
q’ (aj)

where q(A)=det(AI-A) and ](x):det(kl—;).with
A:zA( p-1)as the left principal submatrix of A.Concerning
the matrix B we have by (2)

Yu-L(E;_l J= 4,2 ...,np

~(B5)

where r(\)=det(A\I-B) and r(A)=det(M\I-B),with
B=B(\1) the right principal submatrix of B.

We note that by using Hochstadt’s technique we may construct
the matrices A and B uniquely provided that we Know their
spectra {aj} and {Bg} and the values gq(aj) and
r(Bg

By expandmg det(AI-J) along the p*—h row we find
that the characteristic polynomial of J is given by

e ez
(8) P(M)= (A=ap)q(A\)r (X )=bogq(A)r(A)=bg g(A)r(X).
Hence,

(9) qlaj)=__-1 p(ai), 14,2, ...,p-1 and
b2 / r(aj)
oS
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(10) r(BK)=_Zt P(Br), k=12, ...,n-p
DEp q(Bk)

THEOREM 1 .

n-1
Let (A }1 4 and {aj 11 1U lﬂklk 1 ={pjlj-4 be sequences
of real numbers, whlch satisfy the mterlacmg condition

(AL N < Py <IN G

Let p be an integer, 2 ¢ p ¢ n-i. Then,there exists a
unique Jacobi matrix J such that o (J)={xi} and o (J( p))=
= (gl
PROOF:
n
We form the polynomials p(\)=m (A-X;) and
1=
n={
2(\)= “(X‘UJ) =g (M)r(x), where g(\) “(* pi) and
9=

r(N\)=m(A=pg), with I and K being the sets of indices
K€K
for which pj=aj and py =g, respectively.

If the matrix J exists, its characteristic polynomial
P(\) must satisfy (8). Consider the gquotient

2=
p(\)=(A-ap)- bp (@A) -bor())
s (\) q(r) r(x)

2 = 2 =
=(A-ap=bo_q(A)r (A\)rbag (A)r (A)

s(A)

ni=dl
:(x-ap) ST Cj i
1=1  A-pj
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where the constants cj are determined as the residues

2. = Bae
cj=Res by_4gq(A\)r(A)+bog(A)r(h)= -

A=pj s(N) s’ (pj)

by integrating around a circle Cj sufficiently small so
that its interior contains only the pole p;. Hence

n-1

PA) = (x—ap) + I 3 )
s(\) i=1 s'(pj)(A-py)

whence,

2 =
(12) bp—iﬂ!*\l"’:
() i€1 s (pg) O-py)

i
(13) bp F(M)=-T _ p(ux)
r(X) KEK s’ () (\-ig)

Taking the limit as A\ goes to w yields
2

(14) bg_y=-L i

i€l s (pg)

2
(45) bp=-L
KEK s’ (pk)

Since the zeros of p(A) and s(\) satisfy (i1),
2 2

bo-y > 0 and by > 0.

Now, by (9) and (10) we have

(16) a(ps)= piPD FRRIET
Q' (by) E & s'(bj)

(A7) T (p)= Bl), KK
r' (k) E 8! (k)
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Since bgy and bp are required to be positive, (i4)
and (i5) give bp-i and bp uniquely and consequently
gq(pi) 1 €1 and r(pg), K €K are also obtained uniquely.
' (i) i

V?le :mw use (5) (with J=A and n=p-{) and (3) (with J=B and n
as n-p) to campute uniquely all the entries of A and B
respectively. It only remains to campute the entry ap
which is uniquely obtained fram

n n-1
(18) ap=C Aj= pj.
i=t st

Thus, the proof is completed.

4. The case of a persymmetric Jacobi matrix

If J is a persymmetric Jacobi matrix, that is,

(19) aj=an-j4+4 and bj=by_;,

then there are particular cases in which we can uniquely
reconstruct J from only one spectrum, the spectrum of
J( p), and one single additional piece of information.
We show this in the following corollaries:

COROLLARY 2.
p-1 n-p n-1
Let o(A)={a;j}j-4, 0(B)={Bj}j-4 and m b; be given,
1=y

where J( p)=|A O |, o(A) No(B) = ¢ and the entries of J
0 B

satisfy (19). Letn 2 4 be
uniquely reconstructed if p=n+2

an even number. Then J can be
n+2 (o
2

r p=n).
2

PROCF:

Observe that the number of unknowns equal the number of
data. If A denotes the left principal submatrix of A, then
from the symmetric condition (19), B is similar to A and we
have q(A) = det(AI-A) = det(AI-B) = r(A). Then o(A) = {B1l,
and the Bj’s strictly interlace the aj’s. Hence, we can
determine the matrix A uniquely. Once we have found A we have

9 fame A
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already computed B since all the entries of B are also of A.
It only remains to compute the pth row of J, that is, the
entries bp_“ E b . However, fram (19) b‘, bp_a € A and
ap= 39—1 € A, Fmally, bp-q is obtained fram m b;.

For p = n/2, A became similar to the right principal submatrix
of B and we construct the matrix B.

COROLLARY 3.

Let o(A) and o(B) be given and disjoint. Assume that the
trace of J is Known and its entries satisfy (19). Let n 2 4
be an odd number. Then J can be uniquely reconstructed if
p=n+3 (or p=n-i )

2 2

PROOF:
Here B is similar to the left principal submatrix of A
Then,
e 2
(20) q(N)=(A-ap-1)a(A)=bp-p r(r),
whence,

= i
3(a3)* bpea rey) and

aj-ap-q

= 2
(21) alay) =bp-p

(o)
q' (@) (aj-25-1)a" (aj)

Note that aj cannot equal ag-ybecause if that is the
case, from (%0) we would have r(aJ):O and aj € o(B),
contradicting the hypothesis of the corollary. TaKing the
sum from j=1 to j=p-1 in (21) we have by (6)

Rl Pl
(22) 1=by» L r(a
J=1 (uj_ap-i)q,(uJ)

i \ E
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Next, we compute ap and ap_4 from ap = tr(J)-tr(J( p))
and a4 = tr(A)-tr(B)-a,. Hence, bp—? can be uniquely

determined from (22) and consequently we also compute

S(C‘;‘l uniquely from (21). Now, we are in position to

q’(aj)

determine uniquely all the entries of A by the use of the
identity (5). Because of the symmetric condition (19), all
the entries of B as well as the entries of the pth
row of J,are computed as elements of A. For p = n-{ the
role of the submatrices A and B is interchanged. 2
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