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"For since the whole o/ natm-e is akin, and the sou/ has 
learned ali things, there is notl1ing to prevent someone, upon 
being reminded o/ one single thing - which men call leaming -
frnm rediscovering ali the rest, if he is courogeous and faints 
not in the search". Socrates from the Dialogues of Plato 

FORWARD. 
To reíer to this text as 0ne on "Socra tic Topology" is most likely te be an over~ 

statement. Perhaps "SemiSoizratic Topology" would provide mor.e 0f a descriptien. 
Exercises appear at first te be nonexistent. However, on more car.eful reading, 0ne 
observes t hat many oí the tl·1e0rems come with no proof. The studeHt reader 0f this 
text is expected to 13mvide the proofs with some hint.s from time to tiime from t"he 
P rofessor. Proofs of the mere complex results are included in the text. It is in.tended 
in part for !.he sl.udent. t:o learn from llhese proofs sorne of t he techniques required to 
handle sorne of the ot;her results. In this aut hor's opinion, this course will be of great 
value in preparing a sbudent fo1· l'Csearch in mathematics. 

The more rigid meth0d of asking students to present prooís of llheorems goes back 
to t.he late Professors Mootie and Wall of the University of Texas. T hus llhe "Texas 
Met.hod" was born and e>ontinued by their st udents and many of t heir mathematical 
desccndants (which includes t his aullhor) In more reccnt times, it appears to ha.ve 
lost. some oí its appeaL Perhaps, in this age of knowledgc, it is difficult to find 
students that. have not a lready retained enough information to make t-he Texas~or 
Socrat.ic)Method praobical. 

These notes have been devcloped over a period of a few years and usecl in a 
number oí graduate t0p0logy classes at Louisiana State Univcrsity. T he initial notes 
wcrc inherited from the leng cha.in of Socratic [Texas School] Ptlofessors and were 
a lrcady subst.anLially diffeflcnt than t hose first. developed by Professor Moore. 
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The material in this text is intended to be covered in two semesters. It is recom­
mended that chapters 1-8 be covered in the first semestcr and the remaining chaptcrs 
in the second semester with sorne selection. Chaptcrs 9, 10, and 11 should be cov­
ered a..s preparation for algebraic topology. Chapters 12- 19 can be selected according 
to the Professor's preference. lf it is discovered that. the first eight chapters cannot 
be covered in the first semester, then postpone sorne of this material to the sccond 
semester. It is important that the material be covered carcfully and at a pace to 
accommodate the needs of the students, even if sorne later material goes uncovered. 
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Socratic Topology 

1 FUNDAMENTAL CONCEPTS 

A topological space (X1 T) is a set X together wit.h a collection 'T of subsets 
of X such that: - (1) 0 E r and X E r; 

{2) if A E T and B E r , then A n B E r; and 
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(3) the union of a family of members of 'T is a member of T. 

The members of 'Tare call T-open (or simply open) subsets of X 1 and 'T 

is called a t opology on X. 
A subcollection {3 of 'T is called a basis for r provided each member of 'T 

is a un ion of members of {3 . 
A subcollection (}' of 'T is called a subbasis for r provided the collection of 

ali finite intersections of members of (}' is a basis for r . 

Tbeorem 1.1 Let {3 be a collection o/ subsets o/ a set X . Then {3 is a basis 
Jor a unique topology on X if and only if: 

{1} X is a union o/ members o/ {3; and 
(2) if A E f3 and B E f3 and p E A n B , lhen lhere exists K E f3 such that 

p E K <;; A n B . 

Theore m 1.2 Let (}' be a collection o/ subsets o/ a set X . Then a is a subbasis 
for a unique topology on X . 

If X is a set and T = {X, 0), then (X , r) is a topological space. The 
topology T is called the indiscrete topology on X. 

If X is a set and 'T is the collection of ali subsets of X, then (X, r) is a 
topological space1 and 'T is called the discrete topology on X . 

Example . Let X be a set and Jet r = { A: A<;;; X and X \ A is finite ) U {0 ) . 
Then (X 1 r ) is a topological space. T he topology r is called the coflnite 
topology on X. 

Example. Let lll be the set of real numbers and Jet f3 = {{a, b) : a < b in 
lll}, where (a ,b) = {x: a < x < b). T hen f3 is a basis for a unique topology f 
on IR called the Euclidean topology ar usual topology. 

Example . Let lll be the set of real numbers and let f3 = {[a, b) : a < b in 
lll.}, where [a ,b) = {a ~ x < b). Thcn f3 is a basis for a un ique topology T on 
IR called t he hnlf open interval topology. 

Exarnple . Let IR be the set of real numbers and let IR2 = IR x IR. For 
each (a, b) E lll2 and each ' > O let D((a, b), <) = {(x, y) E lll.2 : (x - a )2 + 
{y - b)2 < E2 } i.e., the open disk with center (a , b} and radius E. Let {3 = 
{ D((a, b), e) : (a, b) E lll2 and < > O}. Then f3 is a basis for a unique topology 
r on tR.2. Note that r is the product topology induced by the Euclidean 
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topology on .IR. Again 1 the topology r on IR.2 is called the Euclidean { or 
usual ) topology. 

Example. Let IR be the set of real numbers and Jet T = {A: A i;;; lR and 
either O E R\ A or lR\ {1,2} <:;A ) . Then (JR,r) is a space. 

Example. Let IN be the set of positive integers and !et Bn = {2n- l, 2n} 
for each n E IN. Then /3 = { Bn: n E IN} is a basis for a unique topology on 
JN. 

Example. Let H = {(a, b) E lR2: OS b) and let L = {(a, O) E JR2). Let 
(31 = {D((a ,b), <) : D((a,b),<) <:; H\L), and let(J2 = {[D((a,0),<)n(H \L)]u 
{(a, O)}: a E lR, ' >O}. Then (J = (31 U (J2 is a hasis for a unique topology on 
H. 

Example . Let IN denote t he set of positive integers , and for each n E lN 
let Bn ={(* , y) E lR2: OS y S !). Let Bo = {(O,y) E lR2: OS y S 1) 

and let A = {(x , O) E lR2: O S x S l. Let X = A U U Bn with the relative 
n = O 

E uclidean topology of IR.2 . 

If (X , r ) is a topological space1 then we frequently supress the ment ion of 
r and simply refer to X as a space. 

If X is a space and p E X, then a subset N of X is called a neighborhood 
of p provided t here exists an open set G such that p E G ~ N. 

If E is a subset of a space X and p E X , then p is called a Jimit point of 
E provided that for each neighborhood N of p, ( N \ {p J) n E # 0. We use E' 
to denote the set of all limit points of E in X . 

A subset E of a space X is said to be closed provided that E' ~ E. 
1.3 Theorem. Let X be a space. Then: 

(a) 0 and X are closed; 
(b) the intersection of any family of closed sets is closed¡ and 
(e) if A and B are closed sets, then A U B is closed. 
If E is a subset of a space X, then the closure of E is defined E = BUE'. A 

point p E X is called an interior point of E if E if there exists a neighborhood 
N of p such that N ~ E . Observe t hat p is an interior point of E provided E 
is a neighborhood of p. T he set Eº of ali interior points of E in X is ca lled 
the inte rior of E in X. A point b E X is ca lled a b ounda ry point of E 
provided that for each neighborhood M of b, we have that M n E .¡: 0 and 
M n (X\E) t 0 . The set BE of ali boundary points of E in X is called thc 
boundary of E in X . Observe that 8E = E n X \ E. 

l.4 Theorem. lj E is a subset oj a space X, then these are equivalent: 
(a) E is open; 
(b) E = E°; 



(e) X \ E is closed; and 
(d) E n8E=0. 
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1.5 Theor em. IJ E is a subset o/ a space X 1 then these are equivalent: 
(a) E is closed; 
(b) E = E; 
(e) X \ E is open; 
(d) 8E~ E. 
lf E is a subset of a space X and 'T = {En V: V is open in X} , then observe 

that (E, 'T) is a space. T he topology 'T is called the re lative topology on E, 
and (E,T) is called a subspace of X . Again, we reíer to E as a subspace of 
X if t he topology on E is the relative topology. The statement 41 A is open 
[closedJ in E" means that A i;; E and that A is open lclosed] in the relative 
topology. 

1.6 Theorem . Let E be a subspace of a space X and let A be a s11bset o/ 
E. Theno 

(a) A is open in E i/ and only i/ there exists an open set U in X such tlrnt 
A = En U¡ and 

{b) A is closed in E i/ and only i/ there exists a closed set P in X such 
that A= En F . 

lf E is a subspace of a space X and A i;; E, then: 

(a) A5 denotes t he closure of A in E; 
(b) 8sA denotes the boundary of A in E; and 
(e) A05 donotes the interior of A in E. 
l.7 Theorem. Let E be a subspace o/ a space X, A i;; E, and let p E E . 

Then p 1.s a limit point o/ A in E i/ and only i/ p i.s a limit point o/ A in X. 

l. Problem. Let E be a subspace o/ a spact X and let A i;; E. Detennine 
the relotion {if any) between: 

(a) A 8 andA; 
(b) 8sA and 8A; 
(e) Aº" and A'. 
A space X is saicl to be second countnble if the topology of X has a 

countable basis. 
If X is a space and p E X 1 the a local basis at JJ is a collection f3 of 

neighborhoods of p such that ench neighborhood of p contains a mcmber of (:J. 
lf X is a space and p E X, then X is said to be firs t countable at p if X 

has a countable local basis at p. lf X is first countable at each of its points, 
thcn X is said to be a flrs t countable spnce. 

subseL E of a space X is snid to be d ense in X if E = X. 
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1.9 Theorem. A subset E of a space X is dense in X if and only if each 
nonempty open subset of X contains a point o/ E. 

A space X is said to be separable if X contains a countable dense subset . 
1.10 Theorem. Each second countable space is a separable first countable 

space. 
A cover of a space X is a collection 'Y of subsets of X such that X is a 

union of members of 'Y· If the elements of 'Y are open [closed], then ¡ is called 
an open [closed] cover of X. 

If 'Y is a cover of a space X and f3 ~ 'Y is also a cover of X , then f3 is called 
a s ubcove r of 'Y· 

A space X is called a LindelOf space if each open cover of X has a 
countable subcover. 

1.11 Theorem . Each second countable space is a Linde/O/ space. 

2 FUNCTIONS, QUOTIENTS, AND PRODUCTS 

If X and Y are spaces and f: X --? Y is a function 1 then f is said to be 
continuous at p E X if for each neighborhood N of f(p) in Y, there exists 
a neighborhood M of pin X such that f (M) ~ N. If f is continous at each 
point of X, then f is said to be continuous. 

Note that f : X -+ Y is continuous at p E X if and only if for each open 
set U in Y with f(p) E U, there exists an open set V in X such that p E V 
and /(V)~ U. 

2.1 Theorem. Let f: X -+ Y be a f unction from a space X into a space 
Y. Th ese are equivalent: 

(a) f is continuous; 
(b) lf U is open in Y , then ¡ - 1(U) is open in X; 
(e) lf F is closed in Y, then ¡ - 1(F) is closed in X ; and 
(d) / (A) ~ / (A) for each A ~ X. 
A function f: X -+ Y from a space X into a space Y is said to be ope n 

[closed] if the image of each open [closedJ set in X is open fclosedJ in Y. 
A function f: X -+ Y from a space X into a space Y is called a home­

omorphism if J is bijective (one·one a nd onto), J is continuous, and ¡ - 1 is 
continuous. We say that X and Y are homeomorph ic under f. 

2.2 Theore m . Let f : X -+ Y and g : Y -. Z be continuous fu nctions. 
Then gf is continuous. Moreover, if J and g are homeomorphisms, then ¡ - 1, 

g- 1 , and gf are horneomorphisms. 
lf J: X -. Y is a funct ion a nd E ~ X 1 then the íunction g : E-+ Y such 

tha t g (:t) = J (x) fo r each x E E is callcd t he res triction of f to E a nd is 
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denoted g = flE. 
lf g : E -+ Y is a funct ion and E e;; X , then / : X -+ Y is called an 

extension of g provided g = / IE. 
A subspace E of a space X is called a retract of X if t here is a cont inuous 

function r : X -+ E such that rlE = l e (the identity map on E ). The function 
r is called a retraction of X onto E . 

2.3 Theorem . A subspace E o/ a space X is a retroct o/ X if and only if 
ea ch continuous function f : E -+ Y has a continuous extension lo X . 

lf A is a subspace of a space X 1 f : X -+ Y a continuous function, and B is 
a subspace of Y such that / (A) e;; 8 1 then the continuous function g: A -+ B 
defined by g(x) = / (x) far each x E A is ca lled the function from A into B 
d efined by f. 

An embedding of a space X into a space Y is an injective (one-one) 
continuous function f : X --+ Y which defines a homeomorphism X -+ / (X ). 

Let (X0 : cr E A} be a collection oí spaces, and Jet u = { íl U0 : Up is 
oEA 

open in Xp for sorne f3 E A and UJ\ = X J\ for ali,\ :P {3 in A}. Then u is a 

subbasis for a unique topology T on p = n X o. T he spacc (P1 r ) is called 
o EA 

t he top ological product of the collection of spaces {X0 : Ct E A} and T is 
called the pro duct topology. 

2.4 Theorem . Let {Xa : o E A} be a collect1on o/ spaces. Then the 
projection 

is an open continuous surjective {onto) function j or each (JE A . 

lf X is a space and Mis a set, t hen X "' denotes t he topologica l product 
oí M copies oí X and ó(X) denotes t he diagonal of X M 

2.5 Theorem . Let {Xa : a E A} be a collection oj spaces, Y a space, and 

f : y ~ n Xa. Then f is COrlt inuous if and only i/ 7rfj / is continuous for ... 
each fJ e A. 

2.6 T heor em . Let X be a space and Jet ¡\/ be a set. Then the diagonal 
m1echon ll : X -+ xM is an embedding and ll(X ) 1.S a retract o/ xM. 

2.i T heorem . Let {10 : Xa --> Yo}oeA be a collection oj continuous func­
l1on.s and let 

pp: n Xo-+ Xp 
o EA 
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an d 

o EA 

be projections for each f3 E A. Define 

J: Il Xa-+ Il Yo 
o EA o EA 

such that 1f(J f = / 13p13 /or each {3 E A. Then f is continuous. 

The function f = íl j 0 in 2. 7 is called the product of the functions 
o EA 

{!0 : a E A). 
A function J: X -+ Y from a space X to a space Y is called a quotient 

m ap provided f is surjective1 and E is open in Y if and only if ¡ - 1(E) is open 
in X. Note t hat f is cont inuous. 

2.8 T h eorem . Let f : X -+ Y be a quotient map and let E <; Y . Then E 
is closed in Y if and only if ¡ -'(E) is closed in X. 

2.9 T heorem. !/ f: X -+ Y is an open {closed} surjective con tinuous 
junction, then f is a quotient map. 

2.10 T h eor em. Let f: X--+ Y be a quotien t map and let g : Y-+ Z be a 
function (Z is a space) . Then g is continuous if an d only if gf is continuous. 

2.11 Theor e m. Let X be a space, Y a set1 f: X -+ Y a surjective Jun ction1 

ond /et r = {V: V <;; Y and ¡ - 1(V) is open in X) . Th en (Y, r ) is a space 
and f is a quotient map. 

The topology T in 2.11 is called t he qu otient top ology on Y induced by 

f. 
If X is a space, R is an equivalence relation on X , p : X --+ X / R is the 

natural map, and T the quotient topology on X / R inducted by p, then (X / R 1 T) 

is called t he q uotient space of X mod R . 
Let X be a space and.A a subspace of X. Define R = { (a, b) E X x X : a = b 

or a , b E A}. Then R is an equivalence relat ion on X. T be quot ient space 
X / R is denoted X / A . 

Let / : X -+ Y be afunct ion andletK (f) = { (a , b) E Xx X : f(a) = J (b)). 
T hen K(J ) is an equivalence relation on X. The space X / K(f ) is called 
the d ecomposition space off , and the relation K(f ) is called t he kerne l 
r ela tion off. Let p¡: X -+ X / K(f ) denote t he nat ura l ma p. 

Let E be a space, 1 =(O, I J, X = E x 1, and let A= E x {!} . T he 
space Cone(E) = X / A is called the cone over E. Let q : X -+ C one(E ) 
be t hc natural map. The point q(A) is called the ve rtex of t he cone and 
t he quotient space S (E) = C one(E)/q(E x {O}) is called the susp e nsion of 
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E. Let p : Cone(E) -> S(E) be the natural map and !et v be thc vcrtex of 
Cone(E). Then the points p(v) and p(q(E x {O})) are called the poles of 
S(E). 

Let IR denote the space of real numbers with the usual (open interval) 
topology, and Jet n E IN. The space ffln is called n-dime nsional Euclidea n 
space. T he unit op e n n-ce ll is E" = {(x1, ... , :rn) E IR.n: xr + · · · +x?i < 1}. 
T he unit n-ce ll is B " = {(x 1, . •• 1 x11 ) E IR" : :r~+· ·· +x~ $; 1} . The unit 
n-sphe re is sn = {(xo, ... 1 Xn) E IR.n+ I : xi+ ... + :r~ = J }. Note that s• is 
the boundary of 8 2 in ffi.2 . T he unit n - cube is / " 1 where 1 =¡o, !J. 

A space X is called a n n-ce ll [n-sphereJ if X is homeomorph ic to 8 11 [S11] . 

2.12 Exe rc ise. Show t hat / 2 is a 2-cell. 

In fact, Jrl is an n-cell for each n . 

Let X = R"+l \ ( (0, ... , 0)} and letp = {((ao, ... , an ), (bo, . . , bn)) E X X 

X : there exists .X E R \ {O} such that b, = .Xa, for O$ i $ n). T hen p is 
a n equivalence relation on X . The quotient space RP" = X / p is called rea l 
projective n-space. 

Two points (xo1 • • , x11 ) ancl (yo, . .. 1 y11 ) in S'1 are said to be antipodol 
provided x 1 = - y¡ for i = O, 1, ... 1 n . 

2.13 Theorem. (a) The boundary of Bn in IR" '-' sn- 1¡ 

{b) The suspension of 8 11 is homeomorphic to sn+1; 

(e) The quotient space obtained by identifying antipodal points on S " is 
homeomorphic to RP11 • 

2.14 Exe rc ise. Establish Lhe table: 
11 \ ountableProducts Subspaces Cont inuous 

First Countable yes yes no 
Second Countable yes yes no 
Separable yes if open yes 
LindelOf no if closed yes 

A property of topologica l spaces which is preserved by homeomorphisms 
is called a topologicnl property . 

2.15 T heorern. Each o/ the following is a topological property: 

{a) First countable; 

(b) Second counlable; 

(e) Separable; and 

(d) Lindelof. 
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3 SEPARATION AXIOMS 

A space X is called a T0-space if for each pair a, b of distinct points of X 1 

there exists an open set U such that either a E U and b E X\U or b E U and 
a E X\U. 

A space X is called a T1-space if for each pair of distinct points a, b, there 
exists an open set U such that a E U and b E X\U. 

A space X is called a T2-sf>ace (0r Hausdorff space) if for each parir a,b 
0f distinct points of X, there exist 0~en sets U and V such tbat a E U, b E V, 
ancl Un V= 0. 

If X is a space and p E X, then X is said to be regular at p if each 
neighb0rhood of p contains a cl0sed neigh0orhood of p. If X is regular at each 
0f its points, then X is said t0 be a regular space. 

3.1 Theorem. !/X is a space, then these are equivalent: 

(a) X is regular:, 

(b) If A is closed and p E X\A, then there exist open sets U and V in X 
such that A<;; U, p E V, and Un V= 0; and 

(e) Jf p E X and U is an open set containing p, then there exists an open 
set V su ch that p E V <;; V <;; U. 

If X is a space and p E X 1 then X is saicl to fue completely regular 
at p if for each neighborh0od W of p, there exists a continuous function 
f' X __, I = [O,!] (usual) such that f(p) = O and f(X\W) = l. If X is 
completely regular at each of its points 1 then X is said to be a completely 
regular space. 

A space X is said to be a normal space if for each pair A, B of disjoint 
closed sets, there exist open sets U and V such that A ~ U, B ~ V , and 
unv = 0. 

3.2 Theorem. A space X is normal if and only if Jor each closed set A 
and each open set U su.eh that A ~ U, there exists an open set V su.ch that 
A<; V<;V<; U. 

A space X is called a T3-space if X is a regular T1-space. 

A space X is called a T4 -space if X is a normal T1-space. 
3.3 Theorem. A space X is a T1 -space if and only if {p} is closed for 

eachpE X. 

3.4 Theorem. Each completely regular space is regular. 

3.5 Theorem. A space X is a Hausdorff space if and only if .:1(X) 
{(x , x )' x E X} is closed in X x X. 

3.6 Theorem. !/X is a T1-space, then X is a T¡ - 1-space; for i = 1, 2, 3, 4. 
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3.7 Exercise. Give an example of a T¡_ 1-space whicb is nota T¡-space for 
i = 1,2,3,4. 

A property of spaces is said to be hereditary if each subspace of a space 
having that property also has the property. 

A property of spaces is said to be productive ií the topological product 
of a family oí spaces having this property also has tbe property. 

3.8 Theorem. T¡ for i = 0,1,'2, 3,4, regular, completely regular, and 
normal are all topological properties. 

3.9 Theorem. Each of T¡ for i = O, 1, 2, 3, regular, and complete/y re.guiar 
are both hereditary and productive properties. 

Note that normal and T4 are excluded in 3.9. 

3.10 Lemma. Let X be a space, D a dense subset o/ I = (O, lj and let 
{Gd : d E D} be an open cover o/ X such that G0 ~ G,, whenever a < b 
in D. Define / : X -+ f by f (x) = 9lb{d E D : X E c.¡ for each X E X . 
Then for y E / : (a) {x E X: f (x) < y) = U(Gd: d E D,d < y); and (b) 
{x E X : f (x) $ y) = n ( Gd: d E D,y < d) . Moreaver, / is continuous. 

3.11 Urysohn's Lemma. Let X be a normal spoce and A and B disjoint 
closed s·ubsets o/ X. Then there exists a continuous /undion J : X 4 1 such 
that / (A ) = O and f(B) = J. 

Prooj. Let ; denote the topology oí X , and Jet D denote the set of dyadic 
rational numbers in [O, J]. 

We will establish the existence of a function g : D 4 T such that A s.; g(O), 
9(1) = X , 9(d) ~ X\B if d < 1 in D , and 9(0) ~ 9(b) for a < b in D . For 
this purpose, let IN' denote the set of ali positive integers and define Dn = 
{k/ 2" : k = 0, l , ... , 2"} for each n E IN. 

Let M = {(D,.,9,.): 9,.: D,. -+ r, A ~ 9(0), 9,.(1) = X, 9,.(k/ 2") ~ 
9,.((k + 1)/2") for k = 0, l, ... 2" - 1, and 9,.((2" - 1)/2") ~ X\B) . 

Note that M i 0 by taking n = l. 
Define a partial order '.> on M by (D,. ,9 .. ) $ (Dm,9m) if n $ m (and 

hence D .. ~ Dm ) and 9,.¡D,. = 9,. . 
By HMP there exists a ma.ximal chain M' in M . 
Let IN' = {n E IN: (D,.,9,.) E M') . 
We claim that D = U(Dn : n E IN'). Let d E D and suppose tbat d ~ Dn 

íor ali n E r-J' . Let d = k/2m. Since Dn contains those dyadic rational numbers 
with denominators smaller than 2n, we ha.ve tbat 2m > 2" and hence m > n 
for ea.ch n E ~'. Thus IN1 is finite. Let r ::;;;: ma.x{n': n1 E lN'} and define 
9m ' Dm -+ T so that (D,.,,9,,.) E M and 9mlD, = 9, . Tben M' u {(Dm.9m)} 
is a cha.in in M, contradicting the maximality of M '. We conclude that 
D = U(Dn : n E IN') . 

67 
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Now define g: D......¡. r so that glDn = 9n for each n E IN' , and let Gd = g(d) 
for each d E D, and apply the Lemma 3.10. • 

3.12 Theorem. Each T4 ~space is completely regular. 
3.13 Theorem. Each regular Lindeliif space is normal. 
Proof Let X be a regular Lindel0f space and let A and B be disjoint 

closed subsets of X. For each p E A, let Wp be an open set containing 
p such that Wp ~ X\B. Now A is Lindel6f, so there exists a countable 

subcover {Wn: n E lN} 0f the Wp's ,i.e., A ~ U Wn and Wn ~ X\B for 
nEl'I 

each n. Similarly, there exists a countable collection {Hn: n E IN} of open 

sets such that B ~ LJ Hn and Hn ~ X\A for each n. For each n E IN, let 
nEIN 

n n n 
Un = Wn \ U H; and !et Vn = Hn \ U W,. Then Un = Wn n (X\ U H;) and 

i=l i=l i=l 
n 

Vn = Hn n (X\ LJ W,), so that each Un and each Vn is open. Let U= LJ Un 
i=l nEIN 

and let V = U V11 . Then U and V are open sets. 
nElN 

We claim that A~ U. ~et p E A. Then p E Wn for sornen and p rJ. Hm 

for al! m, so that p E Wn \ U H; = Un. Thus p E U and A ~ U. 
i= l 

A similar argument shows that B ~ V. 
It remains to show that U n V = 0. 
Suppose that Un V ~ 0 and !et p E Un V. Then p E Un fornsome n and 

p E Vm for sorne m. We can assume that m 5 n. Then p E W0 \ U Hi so that 
i= l 

p fl. Hm, since m 5 n. But p E Vm implies that p E Hm. This contradiction 
proves that Un V = 0, and hence X is normal. • 

In 3.14 we will use IR. to denoted the real numbers with the usual topology. 
3.14 Lemma. Let ,! be a space and let fn: X ~ .IR a sequence o/ con­

tinuous functions. lf I: Mn is a convergent series of positive numbers such 
n = l 

that lfn(x)I 5 M 0 for each x E X and each n , then for each x E X, the series 

f: f n(x) converges, and the function /:X--> Ill defined by f(x) = f: fn(x) 
n = l n = l 
is continuous. 

Proof. (i). Let x E X, and Jet Sn = Í: f1(x) . We wiU show that Sn is a 
j = l 

n 
Cauchy sequence. Let Kn = ¿:Mi. Then K 0 is convergent and hence Cauchy. 

j = l 

Let €1 > O. Then t.here exists a positive integer N such t.hat /K 0 - Km/ < 
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<' when m ,n > N . Let n ~ m > N, then /Sn - Sm/ = 1 f; f;(x )/ $ 
j = m+ l 

t IJ1 (x)/ $ t M; = K,, - K,,, = IKn - Km /< <'. Thus S,, is Cauchy, 
j = m+ I j = m + l 

and hence convergent, so that f: / ;(x) is convergent. 
j = l 

(ii). Define f (x) = f fn(x) for each x E X . Let K = f M; and let ' > O. 
r1= l j = l 

' Then there exists no E IN such that /K - L: M1 / < </ 3 when k ~ no; and for 
J= I 

00 00 k 

k ~no and z E X, 1 L: f ;(z)I $ L: l/1(z) / $ L: M; = f ( - L: M; < 
j = k+ I j = k+ I J= k+ I j = l 

</3. 
(iii). We claim that f is continuous. Let x E X and E > O. We will show 

that f is continuous at x. Let no be as in (ii). Far each j = 1, 2, ... ,no there 
exists an open set U; containing x such that l/1(x ) - / 1 (z)I < </(3no) when ... 
z E u) , since each /; is continuous. Let u = n UJ. Then X E u and u is 

J= l 
open. 

Let y E U. Then 1 ~ (/;(x) - / ;(y))/$ ~ l/1(x ) - /1(y)/ < ~ (</(3no)) 
j = I J= l j = I 

= </3, so that l/ (x)- / (y)/= 1 ~ (J,(x) - /,(y))+ L f;(x)- f /;(Y)I 
j = I J=no+ J j = rio+ I 

$ / ~(J,(x)- /; (y))I + 1 f / ;(x)I + 1 E J,(y)/ < (•/3) + (</3) + (•/3) 
J= I j = uo+I J= no+ J 

=e, and we conclude that f is continuous. • 
3.15 The Tietze Extension Theorem. Let X be a normal space, C a 

closed .mbspace o/ X, and let / : C -+ f a conlmuou.s /unction. Then tl1ere 
exists a continuous fun ction g: X -+ I such that glC ::;;; f . 

Proof We represent I = [- 1, 1]. Let H1 = {x E C: f( x) ~ 1/ 3} 
and !et K1 = {x E C: /(x) $ - 1/ 3) . Then H1 = ¡-1[1/3, !] and K, = 
¡ - 1(- 11 - 1/ 3]1 so that fft and K 1 are disjoinl closed subsets ar X. By 
Urysohn1s Lemma1 there exists a continuous functioa / 1 : X -+ !- 1/ 3, 1/ 3) 
such that / 1(H1) = J/ 3 and /¡(K¡) = - 1/ 3. 'ole lhat l/ (x) - /1 (x)I $ 2/ 3 
for ali x E C. Let H2 = {x E C: / (x) - / 1(x) ~ 2/ 3} and let K, = 
(x E C: f (x) - /¡ (x) $ -2/ 9}. Then H, and K, are disjoint closed sub­
sets oí X . Again 1 by Urysohn 1s Lemma1 there exists a continuous fonction 
h: X --> [-2/ 9, 2/ 9J such that j,(/-1,) = 2/9 and j,(K2) = - 2/9. We have 
lf(x)- /1 (• ) - j,(x)/ $ 4/9 for a li x E C. 
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Continuing this construction, we obtain a sequence of continuous functions 

fn: X-+ [-2"- 1/3",2"-1/3"] 

such that l/(x) - f¡(x) - j,(x) - · · · - /n(x)I :S (2/3)" for each x E C. Let 

Mn = 2n- l /3". Then f Mn =l. Applying 3.14, we define g(x) = f /,,(x) , 
n=l n = l 

so that g is continuous. For X E e, we have l/(x) - f: /;(x)I < (2/3)", and 
j = l 

hence l/(x) - g(x)I =O and /(x) = g(x). We conclude that glC = f. • 

4 COMPACTNESS 

A space X is said to be compact if each open cover of X has a finite subcover. 
4.1 Theorem. Let E be a subspace of a space X. Then E is compact if 

and only if each open cover of E by open sets in X has a finite su.bcover. 
A family o: of sets has the finite intersection property if the intersection 

of any finite subfamily of o: in nonempty. 
4.2 Theorem. A space X is compact if and only if each family o/ closed 

se ts in X which has the finite intersection property has a nonempty intersec~ 
tion. 

4.3 Theorem. A closed subspace of a compact space is compact. 
4.4 Theorem. The continuous image of a compact space is compact. 
4.5 Theorem. A compact subspace of a Hausdorff space is closed. 
4.6 Theorem. Let X be a compact space, Y a Hausdorff space, and 

f : X -+ Y a bijective continuous function. Then f is a homeomorphism. 
4.7 Theorem. A compact Hausdorff space is normal. 
4.8 Theorem. A compact regular space is normal. 
4.9 Theorem. Let X and Y be spaces with Y compact. Then the first 

projection 7r: X x Y -+ X is a closed map. 
Proof. Let C be a closed subset of X x Y and !et p E X \ ir(C). Then 

(p X Y) ne = 0. For each y E y !et u. be open in X and !et v. be open 
in y sucb tbat (p,y) E u. X v. and (U. X v.) ne= 0. Now {Vy : y E Y) 
is an open cover of Y. Le~1 V¡ , ... 1 Vn be a finite subcover with U1, U2 1 ••• , U,. 

corresponding. Let U = íl U;. Then p E U and U is open in X . 
j = I 

Suppose Un ir(C) # 0 and !et q E Un ir(C). T hen there ex ists Yo E Y 
such LhaL (q, Yo) E C. Now Yo E V;0 for sorne io and q E U;o· Hence (q , y0 ) E 
(U;o X l~o) n c. This contradict ion proves t hat un 7r(C) = 0 a nd 11"(C) is 
closed. • 
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4.10 Wallace 's Lemma. Let X, Y , and Z be spaoes1 A a compact subset 
of X, B a compact subset of Y, f : X x Y -+ Z a contmuous function, and 
let W be an open subset of Z such that J(A x B) ~ 1V. Then there exists 
an open set U in X and an open set V in Y such that A ~ U , 8 ~ \11 and 
J (U X V)~ w. 

4.11 Lemma. Let X be a space and let "Y be a collec.t1on oj subsets of X 
with the finite intersection property. Then "Y 1.5 ma.nmal with respect to having 
the finit e mtersection property if and only if A n H 1: 0 for a/l A E "Y implies 

that H E "f· 
Prooj. Suppose thal "Y is maximal with respect to having the finite inter· 

section property. T hen A1 , A2,· .. 1 A11 E "Y implies that A1 n A2n· · ·n A11 E 'Y· 
Suppose that lfn A .¡. 0 for ali A E -,. Then -,u{H} has the finite intersection 
property and hence H E 'Y· 

Suppose t ha t 'Y has the finite intersection property and that H n A ~ 0 for 
a li A E 'Y implies t hat H E 'Y· Let "Y ~ i, where 1' has the finite interscction 
property. Let H E 1'. T hen H n A ~ 0 for a li A E 'Y, so that /·/ E "'(, -y' ~ 1 1 

"Y' ::;:: "'(, and "Y is maximal wit h respect to 1.hc fin ite intersec.t ion propcrty. • 

4 12 Lemma. A space X is compoct •! ond only 1/ n{A: A E -,¡ -F 0 /or 
each collection ¡ oj subsets oj X which is maxamal u.irth respect to having the 
finite antersection property. 

Prooj. uppose that X is compact and tha l -y is a collection of subs · ts of X 
which is maximal with respect to having the finite intersection property. Then 
{A: A E -y} is a collection of closed sets with the finitc inLcrsection property, 
and hence íl{A: A E"(} -F 0 by 4.2. 

Suppose, on t he other hand, that the condition holds. Let u be a collection 
of closed subsets of X with the finite intersection property. In view of 4.2, we 
need only show that íl{A : A E a} t 0 . Let .A = {cr : cr is a collection of 
subsets of X with fip and u ~ a}. Then A # 0 1 s ince <J E A. Now A is 
pnrtially ordcred by ~- By HMP1 there exists a maximal chain A' in A . Let 
"( = U{o : cr E .A'} (= {A : A E o for sorne o E A'}). 

We will show that "Y is maximal with respect to fip. 

Le t A11 A2, . . . , An E "Y· T hen therc exist 11 1 '}'2, ••• 1 'Yn E A' such t hat 
A1 E 11 for ! l::;:: 11 21 ••• , n. Since A ' is a chain, there exists m with 1 $ m $ n, 

such tha t U ')'1 ~ 'Ym· Thus A1, A2, ... , An E 1rn, and sincc ')'m has fip , we 
' 1 

ha \•C A1 n Al n · · · n A11 # 0 . This irnplies thaL ")' has fip. 

To see that -y is maximal wiLh respect to fip, suppose that "Y~ "Y' a nd t hat 
"'(1 has fip. Now a~;, a nd hcnce -y' E A . Thus A'U {;I} is a. cha.in in A , a nd 
since .A' is ma.ximal, we ha.ve 71 E A', ")" ~ ...,, and hence 'Y ::;:: 'Y'· It follows 
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that 'Y is maximal with respect to fip. 

Now 0 ¡< íl A e; íl A = íl A, so that X is compact. • 
AE7 A E u A E u 

4.13 T be Tycbonoff Theorem. Let { X 0 : O< E A} be a collection o/ 

nonempty spaces. Then TI X0 is compact if and only i/ X0 is compact jor 
a EA 

each o E A . 

Proof. Let X = n Xa. 
aE A 

Suppose that X is compact and let a E A. Then tr0 : X -> X0 is a 
continuous surject ion, so that X 0 is compact for each a E A. 

Suppose t hat X0 is compact for each a E A. If V0 is an open set in X0 

for a E A, denote by V0 = TI Tp, where Tp = V0 if a = /), and Tp = X p if 
P EA 

a# {J. Let 'Y be a collection of subsets of X which is maximal with respect to 
tbe fini te intersection property. T hen for each a E A, {1r0 {B): BE -y} has fip 
in X 0 . Let Pa E íl{rr0 (B): B E -y ) for each 0< E A, and let p E X such that 
rra(p) = Pa for each a E A. 

We wi ll s how t hat p E íl{B': B E '"'( }, so t ha t , in view of 4.12, we will have 
that X is compact. 

Let W be a bas ic open set in X containing p. Then W = D Vc1 , where 
a EA 

Va is open in Xa fo r o E F (sorne finite subset of A ), and Va = Xa for 
O< E A\ F . Then, fo r each cr E A, we have Pa E V0 íl{rr0 {B ): BE -y ) , so that 
Va n 11'a(B) y!:. 0 for each B E -y, since V0 is open. Thus, for each o E A, 
V0 nB ¡< 0 foreach BE -y, so that V0 E 'Y by 4.11. Now W = íl{V0 : 0< E F}, 
so that W n B ¡< Q) for each B E -y. We obtain that p E B far each B E -y, 
p E íl{E : B E -y ), and X is compact . • 

11.1 4 Tbeore m . Let X be a Hausdorff space, 'Y a to wer oj compact subse ts 
o/ X , and G an open subset o/ X suc/1 that n {A: A E -y ) <; G. Then B <; G 
jor sorne B E 'Y· 

If X is a space and P E X, then X is said to be locally compact a t p if 
p has a compact neighborhood. If X is Jocally compact at each oí its points, 
t.hen X is said Lo be a loca lly compact space. 

4. 15 T heorem . Let X be a locally compact Hausdorff spoce and let p E X. 
Then the family o/ compact neighborhoods o/ p is a local basis at p . 

tl.J6 Theor em . Lel X be a local/y compact space and let f : X -+ Y be 
and open conlinuous fun ction. Then J (X) is localfy compacL 

1 ot.e that., as a consequence of 4. 4 and 4.15, botb compact.ness and local 
compact.ness are lopological properties. 

4. J; Theorem. Let E be a subspace of a loca fly compact Ha usdorff space 
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X . Then E is local/y compact if and only if the-re ert.st.s an open set G in X 
anda clo!ed set F in X sucl1 that E = G n F. 

Proof. Suppose tha t E is locally compact. Then íor each a E E , there 
exists an open set Ca such that a E Ca and Can E is compact . Since X is 
Hausdorff, G.n E is closed for each a E E. Let e=U{e0 : a E E) . T hen e 
is open and E ~ G. We will show that E is closed in G. ow far each a E E , 
En e. = e , n (Go n E), so that En e. is closed in e0 • Thus e.\(Ene,.) is 

open in e. and hence open in e. We obtain tbac E= e\ U ¡e. \(En e,)J 
•ES 

is closed in G, so that E = G n F far some closed subset F oí X . 
Suppose, on t he other ha nd , t hat E = G n F for sorne open set G and 

sorne closed set F in X . Let a E E. T hen there exists an open set U such that 
a E u~v~ e , and V is compact. T hen a E Un E~ VnE= Vn F n e = 
Un F;:; ll. Since lJ n F' is closed and U is compact , v.-e bave t ha t Un E is a 
compact neighborhood of a in E. We conclude that E is locally campa.et . • 

11.1 T heor em . A locally compact ffausdorff spoce i.s complet.ely regular. 
Prooj. Let X be a locally compact Hausdorff space. Let p E X and A a 

closed subset of X such t hat p E X\ A. Then there ex.lSt open sets U and V 
s uch that. Ü and V are compact and p E U ~ V ~ \f ~ V ~ X\A. Now V is 
a compact. Hausdorff space and hence is normal. By rysohn1s Lemma , Lhere 
exists a continuous íunction f : V -+ I such t.hat. / (p) = O and J(V\U ) = l. 
Define F: X _, 1 by F)V = f a nd F(X\V) = l. 1 ow X = V u (X\U) is a 
closed CO\'er oí X, a nd V n (X\U) = V\U and F is 1 on V\U, so lhal F is 
continuous1 a nd X is completely regula r. • 

4.19 Theo re m . Let X be a flausdorff spoce and let E be <' dense local/y 
compact subspace o/ X. Then E is open in X . 

Proof- For each e E E, Jet Ge be an open set such tbat G; n E is compact 
(and benceclosed in X). Fer each e E E, Ene,= e,n(G,n E) is closed in 

e" so t hat e, \ {E n e,) is open in e,. Let e = U e,. T hen e is open, so 
<ES 

lhat e\ U ¡e,\(Ene,)J = 6 is closed in e. Thus E= En e = X ne = e 
<ES 

and G is open, so t haL E is open. • 
A subset E of a spnce X is said to be nowb e.r e d e nse in X provided 

E'= 0 
4 20 Le mma . [,et {X0 : a E A} be a co/lechon o/ spaces such that cm 

mfimte number o/ the X 0 1s are not compact, and Jet E be a closed compact 
sub.set o/ íl X" . Then E is nowhere dense in íl X.0 . 

PEA PEJ\ 

Proof. uppose tha t E fa ils lo be nowhere dense. T hen E' = (E )º .¡ 0. 
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Let W be a basic open subset of íl Xa contained in E. Tben there exists a 
a EA 

finite subset F of A such that ir,(W) = Xa for ex E A\ F . Thus ir0 (E) = Xa 
is compact for cr E A\F1 so that all but a finite number of the X0 's are 
compact. This contradiction provea that E is nowhere dense. • 

4.21 Theorem. Let {Xa: a E A} be a collection of spaces. Then íl X 0 

aEA 
is locally compact if and only if each Xa is locally wmpact and ali but a finite 
number of the X 0 ,s are compact. 

Proof. Suppose that each Xa is locally compact and F is a finite subset of 
A such that X a is compact foro: E A\F. Let p E íl Xa. For eacb a E F, let 

aEA 
N 0 be a compact neighborhood of tr0 (p), and let N0 :::::: X 0 for cr E A\F. Then 

f1 N o. is a compact neighborhood of p 1 so that íl X 0 is locally compact. 
ere A aeA 

Suppose that X = fl X, is locally compact. Let ex E A and !et p E X,. 
aE A 

For fJ E A\ {a), !et qp E X p and !et q E X such that irp(q) = qp for fJ fa and 
iT0 (q) =p. Then q has a compact neighborhood N in X . Since 7r0 is open 
and continuous, rr0 (N ) is a compact neighborhood of pin X 0 , so t hat X 0 is 
locally compact. Thus X 0 is locally compact for eacb a E A. 

Let p E X and !et N be a compact neighborhood oí p. Let W be a basic 
open subset of X such that p E W ~ N . Then there exists a finite subset F 
of A such t hat ir, (W) = X 0 for ex E A\F and so ir,(N) = X, is compact for 
o E A\ F . T hus all but a finite number oí the X 0 

1s are compact. • 
A family a oí subsets oí a space X is said to be locally finite ií eacb point 

oí X has a neigbborhood which meets at most a finite number of members of 
ex. 

1f a and f3 are covers of a space X such that each member of a is contained 
in sorne member oí /3, then a is said to be a reflnement of {J. 

A space X is said to be paracompact if each open cover of X has a locally 
finite open refinement . 

4.22 T beor em. Each regular LindelOJ space is paracompact. 
Prooj. Let X be a regular Lindelóf space and let V be ao open cover oí X . 

For each p E X, let Vp E V such t hat p E VP , and Jet Up be an open set such 
t hat p E U,~ v;; ~ V, . Let {U1,,,: n E IN) be a subcover of {U,: p E X) , and 
let Vp .. E V such that Up" ~ V,1,, for each n E Ii'l . Note that {Vpn : n E IN} 

11 - 1 

covers X. For each n E IN , Jet W,1 = Vp,, \ U UPJ. Tben Wn is open for each 
j = l 

n E IN. Let W= {Wn : n E IN} . 
We claim that W covers X. Let p E X . Then p E Up .. fo r sorne n E IN , 
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and Up,. \;; V, ... Let k = min{n: p E V, .. ) . Theo p E V,, and p 11' V,,,. for 
n < k, so that. p <l. U1,n for n < k. It fol.lows that p E n rA:, and W covers X. 

Since Wn ~ Vp .. E V for each n E 11\1 1 we have tbat W is a refinement of V. 
To see t hat W is locally finite, let p E X , and again let k = min{n : p E 

rl - 1 _ 

Up,.}· Then p E UP• and Uv. n W11 = 0 for n > k, since Wn = Vp .. \ LJ Upr 
j =l 

Thus UP• is a neighborhood of p which meets at most a finite number of the 
elements of W. 

We conclude that. X is paracompact. • 
Note that. each compact space is paracompact. 
4.23 Theorem . Each ciosed subspace o/ a porocompoct space is paracom~ 

pact 
4.24 Lemma. Let {M0 : a E A} be a local/y fin1te collection of subsets of 

a space X . Then: 
(a} (M0 : a E A} is locally finite; and 
(b) 1/ B \;; A, tl>en u{Mp: /3 E 8) is c/osed. 
4.25 Lemm a . Let X be a paracompact space and ltl U = {U0 : a E A} be 

an open cover o/ X. Then U has a locally fin1te opt.n rrjinement {V0 : a E A} 
(i11dexed by A) suc/1 that V0 ~ U0 for e.ach a E . .\. 

Proof. Let W be a locally fini tc open refinement oí U. Por ca.ch W E W, 
lel Hw E U such lhat W \;; flw. For each o E A, lel \ ~ = LJ{W E W: llw = 
U0 } . Tbe V0 is open and Vet ~ U0 for each o E A. 

Lelp E X . Thenp E W for some W E W 1 and W e; Hw = Ua for some 
o E A, so tha t p E V0 . T hus {V0 : a E A} is an open refinement oí U . 

We claim thal {V0 : a E A} is locally finite. Let p E X . Titen l here exists a 
neigbborhood N oíp such that N meets W1, W2 1 • , , H'n E W and NnW :/: 0, 
W E W implics t hat W = Wj for some j == 1, 21 • •• , n . Let 0'11 0'2 1 ••• , O'ri E A 
suchtbat Hw} =U0 , ;j == l 1 21 ••• , n. Suppose n V0 # 0. T hen NnW :/;0 
for some \.\f E W such that Hw = U0 , so thaL W = w, for sornej = J , 21 •• • ,n. 
We obtain thaL Hw, = U0 ), and hence a = o, for sorne j = l 1 2, .. ,n. We 
conclude that {V0 : a E A} is locally finite. • 

4.26 Theorem . A paracompact HausdorD space 13 normal. 
Proof. \Ve fi rst show that X is regular . For t his purpose Jet A be a closed 

subseL oí X and let p E X \ A. For each o E A, tbere exists an open set Ua 
suc.h that p </.:Va a nd a E Un. Now {U0 : a E A} U {X\ A} is an open cover 
of X . Let {V,: a E A} U {G) be a locally finile open refi nemcnt such lhat 
V0 \;; u. for each a E A and G \;; X\A (from 4.25). Then W = U(V., : a E A) 
is an open set conl.aining A. By 4.24 (b) , W = U(V.: a E A}. Now p </,V. 
for each o E A, since V,, ~ Ua, so t hat p </.: W. 1'hen p E X\W and A ~ W 1 
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so that X is regular. 
To see that X is normal, let A and B be disjoint closed subsets of X. Then 

for each a E A , there exists an open set U 0 su ch that B n TJ;. = 0 and a E U a. 
Now {Ua: a E A) U {X\A} is an open cover of X. Let {Va: a E A} U {G} be a 
locally finite open refinement such that Va ~ Ua for each a E A and G ~ X\A 
(from 4.25) . Then W = LJ{Va: a E A} is an open set containing A. By 4.25 
(b), W = LJ{V.: a E A}. Now B n V.= 0 for each a E A, since v.~ u., 
so that W n B = 0 . We conclude that B ~ X\W and A ~ W, so that X is 
normal. • 

If X is a space and f; X -+ I = [O, l ] is a function, then the closed set 
S(J) = {x: i(x) '/O} is called the support of i· Note that x E X\S(J) if 
and only if there exists a neighborhood U of x such that i(U) =O. 

If X is a space, then a family {/ 0 : X -+ 1, o E A} of continuous functions 
is called a partition of unity provided: 

(a) {S(J0 ) : a E A} is a locally finite closed cover of X; and (b) I; i 0 (x) = 
oEA 

lforeachxEX. 
If X is a space and U= {U0 : a E A} is an open cover of X , then a 

partition of unity {fa: a E A} is said to be subordinate to U provided that 
S(J0 ) ~ U, for each a E A. 

4.27 Lemma. Let X be a T4 -space and let (U0 : a E A} be a local/y finite 
open cover o/ X . Then there exists an open cover {V0 : a E A} o/ X such that 
V 0 ~ U0 for each a E A , and V0 f'. 0 whenever U0 f'. 0 for each a E A. 

Prooj. Let r denote the topology on X and !et A= {(B,is): B ~ A , 

is: B -t r such that is( a) ~ U0 , in( a) # 0 if U, # 0, and U i(a) U 
oEB 

LJ U,= X) . 
oEA\ B 

We first claim tbat A f' 0. Let a E A such that U, f' 0 , and !et B = {a}. 
We consider two cases: 
Case l. U0 ~ LJ{Up: j3 E A\B). 
Let p E U, and let i s (a) be an open set such that p E i (a ) be an open set 
such that p E i (a) ~ i (a) ~ U,. Then (B, is ) E A. 
Case 2. U, 11: LJ{Up: /3 E A\ B). 
Then íl {X \ Up: /3 E A\B) = N is a nonempty closed subset of U, . Let 
i s(cr) be an open subset of U, such that N ~ i u(a) ~ is (a) ~ U0 . Then 
(B, i n) E A. 

We conclude that A '# 0 . Define a partial order :5 on A by (B , / 8 ) :5 
(C, i c) provided B ~ C and i c lB = fu . By HMP, there exists a max imal 
cha in e in A. Let H = LJ{B : (B,Js ) E C} and define iH ' H -t T by 
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IHIB = fo for (B,/o) E C. 
We claim that X = U fH(a) U U U0 . Le\ p E X. Then there exists a 

o.EH o.EA\ H 

finite subset F of A such that p E Up if fJ E F and p ~ Up if /3 E A\ F. Again, 
we consider two cases: 
Case l . F n (A\H) I 0. 

Let fJE F n (A\ H). ThenpEUp and fJE A\ H , sothatp E U U0 . 

aEA\ H 

Case 2. F n (A\ H) = 0 . 
Ln this case, F <;; H, and there exists (81 /0) E C such that F <;; B. We have 

that p ~ U U0 , p E U fo(a) , and hence p E U fH(a). 
aEA\ 8 aEB aEH 

Tbe two cases above prove that X = U fH (a ) U U U •. 
aEH aEA\H 

We cla im that A = H. Suppose that A 1 H and !et p E A\ H . Now 

X = U fH (a)U UpU U U0 , so t hat X \I U /11(a) U U U.]<;; 
aEH aEA\(HU/j) aEH aEA\(HU/j) 

Up. There exists an open set V (# 0 if Up 1 0) such that X \[ U /H(a) U 
o EH 

u u.] <;; V <;; V <;; Up. Define F : H u {íl) _, T by FIH = ' " and 
oE A\(HU/j) 

/ (íJ) = V . Then (/f u /3, F ) E C ; contradicting the maximality of C. We 
conclude t ha t A = JI. Define V0 = f A(a) for each a . • 

4.2 Partition of Unity Theorem . Let X be a paracompact Hausdo1ff 
spact and let "( be an open cover o/ X. Then there exists a partition o/ tmity 
which is subordinate to "f· 

Proof. Since X is paracompact, -y has a locally finite open refinement which 
covers X . We can assume that "( is locally finite. Let "( = { G0 : o E A} and 
U = {U0 : a E A) a locally finite open refinement of 1 such that 0 1 U0 <;; 
U.<;; G0 (we assume that G0 1 0 for each a E A). Let V = {V0 : a E A} 
be a locally finite open refinement of U such t hat 0 1 V0 <;; Yo <;; U0 for each 
a E A. Let 9a : X --> [O, l ] be a continuous function such that g0 ('Ya) = 1 and 

g0 (X \ U0 ) = O for each a E A. Define t/J: X -+ Ill by ,P(x) = L: gp(x ). Note 
PEA 

that far each x E X 1 there exists a finite subset F ~ A such that x E Ua for 
o E F and x E X\U0 for a E A\ F , since U is locally finite, so that g0 (x ) = O, 
if a E A\ F , and gp(x ) = 1 for sorne fJ E A, since x E V¡i for sorne íJ E A. 
Thus t/J is well-defined and t/J(x) > O for each x E X . 

We claim that t/J is continuous. Far each p E X 1 !et Np be an open set 
containing p such that Np meets only a finite number of members of U. Then 
/>/ = {N, : p E X) is an open cover of X . We will show that t/JIN, is continuous 
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for each p E X. Let F = {a¡ , ... ,<>n} <:; A such that N,nUa; # 0 for 
j = 1, ... , n¡ and NpnU0 = 0 foro E A\F. The function +: IR" -4 IR defi.ned 
by +(x1, ... , x 0 ) =X¡+ ···+ Xn is continuous, and the function k : Np; IR" 
defined by k(x) = (90 ,(x), ... ,90 . (x)) is continuous. Now .PINp = +o k, so 
that 'l#INP is continuous for each p, and hence 1/J is continuous. 

The function 8: [O, 1] x (O, oo) -+ lR defined by 8(r, s) = r / s is continuous. 
Define / 0 : X -+ [O, 1] by / 0 (x) = g0 (x)/!/J(x) for x E X. Let mo: X -+ 
[O, 1] x (O, oo) be defined by m 0 (x) = (g0 (x), ,P(x)), so that / 0 = 8 o m 0 for 
each o E A is continuous. 

Let a E A. Then {x : / 0 (x) #O}<:; Ua. so that S(/0 ) <:;Va<:; G0 . 

Let x E X. Then ¿; /0 (x) = ¿; g0 (x) /!/J(x) =l. By 4.24, {Va: a E A} 
oEA oE A 

is locally finite, so t hat S(/0 ) <:;Va yields that {S(/0 ): a E A is locally finite. 
Since for each x E X, x E 'Va for sorne a E A, g0 (x) = 1, so that x E S(J0 ) , 

and hence {S(/0 ): a E A} is a cover of X. • 
A space X is said to be cr-compact if X is a union of a countable family 

of compact subspaces. 
4.29 Lemma. Let X be a locally compact u -compact Hausdorff space. 

Then there erists a countable open cover {Un : n = 1, 2, ... } o/ X such that 
V 11 is compact and V 11 i;;;_ Un+ 1 Jor each n. 

Proof. Since X is u-compact, there exists a collection {Cn: n E IN} nof 

compact subsets of X such that X = LJ Cn. For each n E 1N" define Fn = LJ. 
n ElN j = l 

Then each Fn is compact, Fn ~ Fn+I for each n 1 and X = LJ Fn. 
n EI'< 

Let r denote the topology on X, and let K, = {(K,gK): K <;; lN, 1 E K, if 
m E K, and 1 < n < m, then n E K¡ 9K: K-¡. r, Fn ~ 9K(n), and 9K(n) is 
compact for each n E K , and 9K(n) ~ 9K(n + 1), whenever n + 1 E K }. 

We claim t hat K. # 0 . Let K = {l}. Let W be an open cover of F1 

such that W is compa:ct for each W E W ( using that X is locally com­
pact Hausdorff), and !et W1, W21 ... , Wn be a finite subcover of F1. Define 

9K( l ) = Ü W;. T hen F, <:; 9K(l) <:; 9K(l) = Ü W; (compact). We see that 
j = l j = l 

(K, 9K) E K. and hence K, # 0. 
Let e be a maximal chain in K., and let H = U{K: (K,gK) E C}. Define 

9H: H --> r so that gulK = 9K for each (K,gK) E C. T hen (H,gH) E K. and 
hence in e by maximality. 

We claim that H = lN. Suppose that H .¡: .IN. Then H has a largest 
member h. Now 9H(h) U Fh+I is compact. Let V be an open set containing 
9K(h) U Fh+l such that V is compact . Define 9Hu{h+l)(h + l ) = V and 
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9Hu{h+ l)(n) = 9H(n) if n E H . Then (H U {h + l}, 9Hu{h+1)) E K and in C; 
contradicting the maximality of C. It follows tbat H = JN. 

Let Un = 9N(n) for each n E lN. Then each Un is open, U,: is compact, 
and IT,;, ~ Un+I· Since Fn ~Un, and X= U Fn 1 {Un: n E IN'} covers X . 

nEl'I 

79 

• 
4.30 Theorem. Each locally compact a-compact Hausdorlf space is para-

compact. 
Proof. Let X be a locally cornpact a-compact Hausdorff space. 
Since X is locally compact Hausdorff, X is regular. 
Since X is a-compact , X is LindelOf. 
The conclusion now follows from 4.22. • 
A cube is a topological product space ¡M for sorne set M, where I = [01 l ]. 
4.31 The Tychonoff Embedding Theorem. Each completely regular 

Hausdorff space can be embedded into a cube. 
Proof. Let X be a completely regular Hausdorff space, and Jet M = 

((p, A) : A is a closed subset of X and p E X \ A). For each (p, A ) E M , 
there exists a continuous function f (p,A) : X --+ I such that f (p,A)(P) = O and 
f¡p,A¡(A) = l. Define <f> : X --; ¡M so that rr(p,A)<P = f ¡p,A) for each (p, A) E M . 
Then </> is cont inuous. 

To see that rp is injective, let x and y be distinct points of X . Since X is 
Hausdorff, (y) is closed, so that (x , (y)) E M. Note that rr(x,{v}l <fJ(x) = O and 
rr(x,{v))efJ(y) = l , and hence <jJ(x) i' <jJ(y) and </>is injective. 

To complete the proof that <P is an embedding, let U be an open subset 
of X . We wi!I show that <jJ(U) is open in <jJ(X ). Let q E </>(U) and let u E U 

such that <jJ(u) = q. Then (x, X \ U) E M . Let W = f1 W(p,A) such that 
(p,A)EM 

W¡p,A) = I if (p, A) f (u, X\U) and Wc• ,X\U) =[O, 1). Then W is a basic open 
set in ¡ M, so that Wn<jJ(X) is open in <jJ(X ). Now q = <f>(u) E Wn<jJ(X) , since 
fcu,X\UJ(u) = O. We claim that W n .P(X) ,;; <jJ(U). Let b E W n <jJ(X) and let 
a E X such that <jJ(a) = b. Then rrcu,X\U)(b) = rr(u,X\U)<fJ(a) = f cu,X\U) (a) i' 
1, since b E W , and hence a ~ X \ U, and a E U. Thus b E <jJ(U), and 
W n .p(X),;; .P(U), and <jJ(U ) is open in <jJ(X ). • 

If M is a countable set, the cube JM is called the Hilbert cube and is 
denoted / 00. 

4.32 Theorem. A second countable T3-space is normal. 
4.33 Theorem. A second countable T3-space can be embedded into !00 . 

Proof. Let X be a second countable T3-space1 and !et f3 be a countable 
basis for t he topology of X . Let M = {(A ,B ): A , B E ¡J andA,;; B ) . Then 
M is countable. For each (A , B ) E M , let f (A ,B): X --+ I be a continuous 
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function such that Í (A,B)(A) = O and Í(A ,B¡(X\ B) = 1 (X is normal from 
4.32). Define </J: X --+ ¡M so that 1í(A,B)4' = f(A ,B) for each (A,B) E M. Then 
tf> is the desired embedding. • 

A function f : X -t Y from a space X into a space Y is said to be dense 
if f(X) is dense in Y. 

A compactifi.cation of a space X is a dense embedding f : X -+ Y of X 
into a compact space Y. 

4.34 Theorem. Each locally compact Hausdorff space has a Hausdorlf 
compactification. 

4.35 Theorem. Let X be a non-compact space and oo a point not in X . 
Le! X 00 = X U {oo} an d let /3 = {U : U <;; X 00 and either U is open in X or 
X \ U is a closed compact subset o/ X}. Then /3 is a basis for a unique topology 
T on X 00 such that (X00 , r) is compact. Moreover, the inclusion i: X--+ X 00 

is a com pactifi cation of X . 
The compactification i: X --+ X00 in 4.35 is called the one point com­

pactiflcation of X . 
4.36 Theor em . Let X be a non-compact space. Then X00 is Hausdorff if 

and only if X is a locally compact Hausdorff space. 
4.37 Exercise. The one point compactification of IR" is homeomorphic to 

S" fo r each n E JN. 
A Stone-Cech compactification of a space X is a compactification 

(:J: X ---+ B such t hat if f : X ---+ Y is a continuous funct ion from X in to a com· 
pact Hausdorff space Y , then there is a unique continuous function g : B -4 Y 
such that f = gf!. 

4.38 Lemma. Let X and Y be Hausdorff spaces, D a dense subset of X, 
and f ,g: X--+ Y continuous fu nctions such that JI D = g¡ D . Th en f = g . 

4.39 Theore m. Each completely regular Hausdorff space has a unique 
(Hausdorff) Stone·éech compactification. 

5 C ONNECTEDNESS 

lf X is a space and U and V are disjoint nonempty open subsets of X such 
that X = U U V , then the pair U, V is called a sep a ra tion of X . We wri te 
X = UIV to denoted that U, V is a separation of X. 

A space X is said to be connect ed if X has no separation. 
5.1 T heore m . Let C be a connected subspace o/ a space X and let E be a 

subspace o/ X such that C i;- E i;- C. Then E is connected. In particular, C 
is connected. 
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5.2 Theorem. A space X is connected if and only if X contains no proper 
subset which is both open and closed. 

5.3 Theorem. The continuous image of a connected space is connected. 
lf a and b are points of a space X , then a and b are said to be connected 

in X if there exists a connected subset of X containing both a and b. 
5.4 Clover Leaf Theorem. If { C0 : " E A} is a family o/ connected 

subsets of X such that íl C0 'f:. 0, then U C0 is connected. 
o.EA o.EA 

A component of a space X is a maximal connected subset of X . 
5.5 Theorem. Let X be a space and p E X. Then p belongs to exactly 

one component of X. 
If X is a space and p E X 1 then the component oí X conta ining p is denoted 

by C (p). 
5.6 Theorem. Each component of a space is closed. 
5.7 Theorem. Let X be a space and let R = {(x , y) E X x X : x and y 

are connected in X}. Then: 
(a) R is an equivalence relation on X ; and 
(b) lf p E X, then C (p) is the R -class o/ p. 
The relation R in 5.7 is called t he component equiva lence on X . 
5.8 T heorem . Let { E0 : O' E A} be a tower of compact connected subsets 

of a Hausdorff space X . Then íl E 0 is connected. 
o EA 

5.9 T heorem . The product of a family of connected spaces is connected. 
Proof. We first prove that the product of a finite number of connected 

spaces is connected. lt is sufficient to show that t he product of two connected 
spaces is connected. 

Let M and N be connected spaces and !et (p, q) and (a , b) be in M x N. 
T hen (a 1 q) E M x N , and M x {q} is a connected subspace containing (a 1 q) 
and (p,q), so t.hat (a, q) and (p, q) are connected in M x N. Also (a,b) and 
(a,q) areconnected in m x N by {a) x N, so t hat (a, b) and (p, q) areconnected 
in M x N (5.7). It follows that M x N is connected. 

Let {X0 : " E A} be a farnily of connected spaces and !et X = f1 X 0 . 

oEA 
Suppose that X = UIV is not connected . Let p E U and q E V 1 and let W 
be a basic open set containing q such that W ~ V. Then there exists a finite 
subset F of A such that W = íl W 0 1 W0 is open in X 0 for each o E F 

o EA 

and W0 = X 0 for o: E A\ F . Let T = íl T01 where T0 = Xo. if a E F and 
o EA 

T. = {1T0 (p)} if " E A\ F . Then T is connected and p E T, so that T \:; U . Let 
z E X such that 1T0 (z) = 1'0 (q) if " E F and 1T0 (z) = 1'0 (p) if a E A\F . Then 
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z E Tn W. But W ~V and T ~U, so that Un V.¡:. 0. This contradition 
yields that X is connected. • 

5.10 Exercise. Let n E 1N and prove that IR",/", and S" are connected. 
5.11 Exercise. Show that if X is connected, then Cone(X) is connected. 
5.12 Theorem. Let f: X --+ Y be a continuous function and let A be a 

connected subset of X. Then f(A) is contained in exactly one component of 
Y. 

A space X is said to be totally disconnected if each component of X is 
degenerate (a single point). 

A function f: X --+ Y from a space X into a space Y is said to be mono­
tone if ¡-1 (p) is connected for each p E Y. 

5.13 Theorem. If f: X --+ Y is a monotone quotient map and K is a 
connected open {closed} subset of Y, then ¡- 1(K) is connected. 

Proof. We prove 5.13 in the case that K is a closed subset of Y. 
Suppose that ¡ - 1(K) = A!B, where A and B are closed in ¡ - 1(K). Since 

¡-1(K) is closed, A and B are closed. Let p E A. Then ¡ - 1 f(p) is a con­
nected subset of ¡-1(K) containing p, so that ¡ - 1 f(p) e;; A. We obtain that 
¡- 1 /(A)= A and similarly, ¡ - 1 f(B) =B. It follows that /(A) and f(B) are 
closed, since f is quotient. Now K = f(A) U /(B) = f(A)!f(B); contradicting 
that K is connected. Thus ¡- 1(K) is connected. • 

5.14 Theorem. lf R is the component equivalence on a space X, then 
X/ R is totally disconnected. 

A space X is said to be locally connected at p E X if for each neighbor­
hood N of p, there exists a neighborhood M of p such that M ;;_ N and each 
pair of points in M are connected in N. If X is locally connected at each of 
its points, then we say that X is a locally connected space. 

5.15 Theorem. Let X be a space and let p E X. Then X is locally 
connected at p if and only if each neighborhood of p contains a connected 
neighborhood oj p. 

5.16 Theorem. lf a space X is local/y connected at p E X , then p E C(p)°. 
5. 17 Theorem. A n open subspace of a locally connected space is locally 

connected. 
5.18 Theorem. Let X be a locally connected space and let f: X --t Y be 

a continuous closed surjectivé function. Then Y is locillly connected. 
Proof Let p E Y and V be an open subset of Y containing p. Then 

¡ - 1(p) e;; ¡ - 1(V ) and ¡-1(V) is open. Since X is locally connected, for 
each q E ¡ - 1(p) , there exists a connec ted neighborhood Tq of q such that 
Tq s;;; ¡ - 1(V). For each Q E ¡ - 1(p) , Jet Mq be an open set such that q E 
M, e;; T,. Let M = U{M, , q E ¡ - '(p)} and !et T = U{T, , q E ¡-' (p)). 
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Then M is open and ¡ - 1(p) <;; M <;; T, so that p E /(M) <;; f(T) <;; V. 
Now f (T) = U{f(T,): q E ¡-1(p)}, and each f(T,) is connected, since f is 
continuous and T, is connected. Since p E íl(f(T,): q E ¡ - 1(p)}, we have 
that / {T) is connected by the cloverleaf theorem. 

We will show that f(T) is a neighborhood of p. Since M is open, X \M is 
closed, and hence f (X\M) isclosed, since f is closed. Thus H = {Y\ f(X\M))n 
V is open. Now p et f(X\M), since ¡ - 1(p) <;; M , so t hat p E H. We claim 
that H <;; f (M). Let t E H. Then t et f (X\M) and t E V. Thus t E /(M), 
since f is surjective. 

We conclude that p E H <;; f (M) <;; f (T ) <;; V, H is open, and f(T) is 
connected. It follows that /(T) is a connected neighborhood of p contained in 
V , and so Y is locally connected. • 

From 5.3 and 5.181 we see that connectedness and local connectedness are 
topological properties. 

5. 19 Theorem. Let X be a space. These are equivalent: 
(a) X is locally connected; (b) The components of each open subspace of 

X are open; and (e) The connected open subsets o/ X Jorm a basis for the 
!opology of X . 

5.20 Theorem. Let X be a Hausdorff space and let f: l --1- X be a contin­
uous function (where I = [O, ! ] with !he usual !opo/ogy). Then f (I) is local/y 
connected. 

5.21 T heorem . Let X be a connected space and let f : X -t R (reals with 
!he ususal topology) be a continuous function such that J(p) < O and f(q) >O 
for sorne p,q E X. Then / (a) = O for sorne a E X. 

6 METRIC SPACES 

A m etric on a set X is a function d: X x X --1- ¡01 oo) such t hat: 
(a) d(a,b) = O if and only if a = b in X; 
(b) d(a,b) = d(b,a) for each a, b E X; and 
(e) d(a, e) :S d(a, b) + d(b, e) for each a, b, e E X. 
If d is a metric on a set X, r > O is a real number, and p E X, t hen the 

r-sphere in X with center pis defined N, (p) = {x E X: d(p,x) < r). 
6.1 Theorem. Le! d be a me!ric on a set X and /et f3 = {N,(p): p E 

X , O < r}. Then /3 is a basis for a unique topology on X. 
The topology on X generated by f3 in 6.1 is called t he topology defined 

by the m e tric d. 
A space (X1 r) is said to be metriza ble if there exists a metric don X 

such that -r is t he topology defined by d. 
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6.2 Theorem. A subspace o/ a metrizable space is metrizable. 
Two metrics d and ó on a set X are said to be equivalent if they define 

the same topology on X. 
6.3 Lemma. Let d be a metric on a set X. Then there exists and equivalent 

metric ii on X such that Os; ii(a, b) s; 1 Jor eoch a,b E X. 
Proof Define ii(p,q) = min {I ,d(p,q)) for each p,q E X. To see that ii is 

a metric on X , let a,b,c E X. Then 
{!) ii(a,b) =O .. d(a,b) = O .. a= b; 
(2) ii{a, b) = ii(b, a) is clear; and 
(3) ii(a, b) + ii(b, e) = min {!, d(a, b)) + min {!, d(b, e)) = ¡¡ + 1 > ii{a,c); 

1 + d(b, e) <'. ii(a, e); 

d(a, b) + 1 <'. ii(a, e); 

d(a, b) + d(b, e) <'. d(a, e) <'. ii(a, e) 

or 

or 

or 

Thus ii is a metric on X with Os; ii(a,b) s; 1 far a,b E X. 
To see that d and ó are equivalent, let M,.(x) denote neighborhoods in the 

ii-topology and !et N,(x) neighborhoods in the d-topology. 
Let x E X and r > O. We will show that M,.(x) is open in the d-topology. 

Let p E M,(x). T hen ii{p,x) < r. Let ' = r - ii(p,x). We claim that 
N,(p)\;; M,(x). Let t E N,(p). Then d{p,t) <<,so that d(p,t) <r- ii(p,x) . 
We then have ii(t, x) s; ii(p,x) + ii(p, t) s; ii(p,x) + d(p,t) < r, and hence 
t E M,(x) , N,(p) \;; M,(x), and M,(x) is open. 

Let x E X and r > O. We will show that N,(x) is ii-open. Let p E N,(x). 
Then d(p,x) < r. Let ' = min{r - d{p,x), 1}. We claim that M,{p) \;; N,(x). 
Let t E M,{p). Then ii(p, t) < e s; 1, so that ii{p, t) = d(p, t). We have 
d(p, t) < e s; r - d(p,x) and so d(t ,x) s; d(p,t) + d(p,x) < r. We conclude 
that t E N,(x), M,(p) \;; N,(x) and N, (x) is ii-open. • 

6.4 Theo: m . lf {X¡ : i = 1, 2, ... } is a countable collection o/ metrizable 

spaces1 then íl X1 is metrizable. 
i = l 

Proof. For each i E Il\I, let d¡ denote the metric on X¡ which defines the 
topolgy on X¡ and is such that O :;; d¡(x, y) :$ 1 for !ach x, y E X¡ (6.3). 

Lel X= 11 X¡ . For each x,y E X, define d(x,y) =E 2-id¡(x¡ ,y¡), where 
iEfll i = I 

X¡= 1T¡(x) and y¡= 7T¡(y) for each i E .IN. Then d is a melric on X . h remains 
Lo show Lhal d defines Lhe producl topology on X. 

Let. W be a basic open sel in X in the product Lopology. We will show 
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00 

that W is d-open. Now W = íl Wi where W¡ is open for i E F (a finite subset 
i=l 

of IN) and W; =X; for i E IN\F. We can assume that F = {1,2, ... , m}. Let 
p E W , and !et p¡ = ?ri(p) for each i E lN. Now for each i E F, there exists 
r¡ > O such that Nr;(p¡) <; W¡ (in the d¡ metric). Let r = 2- m·min{r¡: i E F}. 
Then r > O and Nr(p) ~ W (in the d-metric) , and it follows that W is d-open. 

Let G be open in the d-metric topology on X and !et x E G. Then 
there exists m E IN such that N2- on+i{x) <; G (in the d-metric) . Let F = 
{1,2, ... ,m), W; = N2- m+•(x;) for i E F and W; =X; for i E !N\F. Then 
X E w = n W¡, w is a basic open set in the product topology on X and 

iEl'l 
W ~ N2-m+•(x) ~ G. It follows that Gis open in the product topology on 
X. • 

6.5 Theorem. Each o/ the spaces IR", l" , S", and ! 00 is metrizable. 
6.6 Theorem. M etrizability is a topological property. 
6. 7 Metrization Theorem. Each second countable T3 -space is metrizable. 
A metric space (X1 d) is a space X together with a metric d which defines 

the topology of X. 
6.8 Theorem. !/ (X1 d) is a metric space, then d : X x X -4 [0 1 00) is 

continuous, where [01 oo) has the relative usual topology o/ the reals. 
Proof. Let r < x in [O,oo). We claim that d- 1(r, s) is open in X x X. 

Let (x , y) E d- 1(r,s). Then r < d(x , y) < s. Let < = min { ' - d\z.vl, d(z,~i-'). 
Then (x , y) E N,(x) x N,(y). A straightforward argument shows that N,(x) X 

N,(y ) ~ d- 1(r,s). A similar argument shows that if s E (O,oo), then d- 1[0,s) 
is open. It follows that d is continuous. • 

If (X 1 d) is a metric space, and A and B are subsets of X 1 then the distance 
between A and Bis defined d(A,B) = glb{d(x ,y) : x E A,y E B}. If 
A = (a}, tben this distance is denoted d(a, B). 

6.9 Tbeorem. Let (X,d) be o metric spoce, E~ X , ond f: X_, [O,oo) 
the junction defined by f(x) = d(x,E) for each x E X. Then f is continuous. 

Proof. Let r < s in [O,oo). We will show that ¡ - 1(r,s) is open in X. 
Let x E ¡ - 1(r,s) . T hen 1· < J(x) < s, i.e., r < d(x,E) < s. Let' = 
min (s - d(x, E), (d(x, E) - r)/2}. Then N,(x) ~ ¡-1(r, s). It follows that 
¡ - 1 ( r, s) is open and f is continuous. • 

6.10 Lemma. Let (X,d) be a metric space, let A be a closed subset o/ X , 
and let p E X . Then p E A if and only if d(p, A) =O. 

6.11 Theorem. Each metric space is a first countable T4 -space. 
Prooj. Let (X, d) be a metric space. That (X,d) is a first countable T2-

space is straightforward. To see that this space is normal1 !et A and B be 
disjoint closed subsets of X. Define h: X _, IR by h(x) = d(x, A) - d(x, B). 
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Then h is continuous from 6.9. Let U= h- 1(-oo, O) and V= h- 1(0,oo). Then 
U and V are disjoint open subsets of X containing A and 8 1 respectively. • 

6.12 Theorem. Let (X 1 d) be a metric space. These are equivalent: 
(a) X is second countable; 
(b) X is separable¡ and 
(e) X is Lindeliif 
6.13 Theorem. Let (X, d) be a compact metric space, Y a Hausdor.ff space, 

and let f: X -+ Y be a continuous function. Then J(X) is metrizable. 
Proof Now f(X) is a compact Hausdorff space1 and hence is T3 . We will 

show that f(X) is second countable. Now X is second countable from 6.12. Let 
/3 be a countable basis for the topology of X, and !et " = {U' U <;; X and U is a 
finite union of members of /3}. Then" is countable, and {f(X)\f(X\ V)' V E 
"} is a basis for the topology of f (X). • 

A space X is said to be countably compact if each countable open cover 
of X has a finite subcover. 

6.14 Theorem . Let X be a T1 -space. Then X is countable compact if and 
only if each sequence in X clusters to a point o/ X. 

Proof. Suppose that each sequence in X clusters. Let {Un: n E H'J} be a 
countable open cover of X. Suppose1 for the pnurpose of proof by contradiction, 

that there is no 6.nite subcover. Then X\ U U; i: 0 for each n E H'J. Let 
j = l 

X n E X \ Ü U¡ . Then x 11 Í+ p for sorne p E X. Now p E Um for sorne m E H'J¡ 
j = l 

but x 11 E X \ Um for n > m, i.e., Xn Ee X\Um; and this contradicts Xn Í+ p. 

We conclude that {Un: n E H'J} has a finite subcover, and hence X is countably 
compact . 

Suppose, on the other hand, that X is countably cornpact, and !et {x11 } 

be a sequence in X . Suppose1 for the purpose of proof by contradiction, that 
X n does not cluster in Jf . Then for each p E X 1 there exists an open set Vp 
containing p such that x 11 e X\ Vp 1 Le., for each p E X, there exists np E JN 
such that X n E X \ Vp when n > np. For each p E X such that p r/:. {x11 }, there 
exist open sets W1 1 W2 , . . . 1 W11P containing p such that X n r/:. W11 for n $ np; 
and for p E {x r1 L t here exist open sets W1 1 W2 1 ••• , W 11P containing p such that 
X n r;. Wn fo r n $. np when p '::f: Xn· Let Up = Vp n W1 n W2 n .. n Wnp fo r each 
p E X . Then if p .¡,. Xn , {xn) n u. = 0 and if p = Xn , {xn} n u. = {xn}· Let 
U= U{U,, P lf. {xn ) ) . T hen {U, U,,, U,,, . . } is a countable open cover of X. 

k 

Let {U, Ur.¡1 u%2• . . . 1 Ur.,,. } be a finite subcover. But X.1; +1 E X \ [U u j~I UxJJ; 

which is a contrad iction. • 
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6.15 Theorem. Let X be a first countable space and let p E X. Then each 
sequence which clusters to p has a subsequence which converges to p. 

Proof. Let Xn ~ p and let {Un : n E JN} be a local basis at p. For each 
n E IN let Vn = U1 nU2 n· · ·nUn· Then {Vn: n E JN} is a local basis at p with 
Vn+l ~ Vn for each n E 1N. For each k E lN, let nk E lN such that Xni. E Vkt 

with n 1 < n2 < n3, · · ·. Then {xni.} is a subsequence of {x,.}. We claim that 
Xni. 4 p. Let W be a neighborhood of p. Then V 111 ~ W for sorne m E lN. Let 
k > m. T hen nk > nm and Xni. E vk ~ v;.11 ~ w. Thus for k > m, Xni. E w 1 

i.e., X 11i. Ee W, and hence Xni. ~ p. • 

6.16 Theorem. A metric space X is compact if and only if X is countably 
compact. 

Proof. If X is compact1 then clearly X is countably compact. 
Suppose that X is countably compact. Let E > O. We first claim that 

there is a finite E·Sphere cover of X. Suppose not. Define a sequence {Pn} as 
11- l 

fol!ows: !et p1 E X, and !et Pn E X \ U N, (p;); recursively. Then, by 6.14, 
j=I 

p11 ~ p for some p E X. There exists Pn E N~(p), and hence d(p11 , pm) <E, so 
that p111 E Nt{p11 ). T his is a contradiction 1 and hence there is a finite E·sphere 
cover of X for each E > O. 

We claim that X is separable. Let Q denote the set of ali positive rational 
numbers. For each r E Q, !et Urbe a finite cover of X by r · spheres. Select an 
element from each member of the fini te set Ur and denote the resulting finite 
set as D,. Let D = U{D,: r E Q}. Then D is a countable dense subset of X. 
Thus X is seperable and hence LindelOf (6.12). Clearly, a countably compact 
LindelOf space is compact. • 

If (X , d) is a metric space, E is a subset of X , and E> O, then a subset M 
of X is called an E·net for E if for each x E E , there exists y E M such that 
d(x,y) < <. 

A subset E of a metric space X is said to be totally bounded if for each 
E > O, there exists a finite E·net for E. 

6.17 Theorem. Let E be a subset o/ a metric space X Then E is totally 
bounded if and only if Jor each € > O, There exists xi , ... , x 11 in X such that 

E~ Ü N,(x;)-
1= 1 

A subset E of a metric space X is said to be bounded if there exists p E E 
and O< r such that E ~ N,(p). 

1 ole that a totally bounded set is bounded. 
6. 18 Theorem. If E is a totally bounded subset of a metric space X, then 
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E is totally bounded. 
6.19 Exercise. Show that a suhiset 0f R" is b<imnded. if and 0nly if it is 

totally bounded. 
A sequence Xn in a metric space (X,d) is ca.lled a Cauchy sequence iffor 

each € > 01 tbere exists a p0sitive integer k such that d(xn, xm) < e whenever 
m,n> k. 

A subset E of a metric space X is saiid t© be complete if each Cauchy 
sequence in E converges to a p0int of E. 

6.20 Theorem. A closed subset of a complete metric space is complete. 
6.21 Theorem. A complete subset of a metric space is closed. 
6.22 Theorem. Let E be a closed subset of a metric space X. Then E is 

compact if and only if E is complete and totally bou.nded. 
6.23 Exercise. Show that a subset E of JR." is comj!.lact if ami only if E is 

closed and bounded. 
6.24 Lemma. Let (X , d) be a metric spacei A and B closed subsets o/ X , 

ond /et p E X. Then d(A , B ) S d(A,p ) + d(p , B) . 
Proof. Suppose that d(A , B) > d(A ,p) + d(p, B ). Then d(A, B) - d(p, B) > 

d(A,p) = glb {d(x, p): x E A}, so that for sorne a E A, d(A,B ) - d(p,B) > 
d(a,p) . Now d(A,B) - d(a,p) > d(p,B) and for sorne b E B , d(A,B) -
d(a,p) > d(p,b). Thus d(A, B ) > d(a, p) + d(p,b) ~ d(a, b). We have that 
d(A, B) > d( o, b), a E A, b E B . But d(A, B ) = glb {d(x , y) : x E A, y E B). 
T his contrad iction yields that d(A, B ) S d(A ,p) + d(p, B) . • 

6.25 Lemma. Let (X, d) be a metric space and A and B subsets o/ X. 
Then d(A, B) = gib{d(x, B): x E A}, 

6.26 Lemma. Let (X , d) be a metric space and for each positive integer n 
ond each subset E o/ X define.· Sn(E) = {x E X : d(x, E) < r") and define 
Cn(E) = {x E X : Sn <;;E). Then: 

(a) Sn(E) is open; 
(b) E<;; Sn(E); 
(e) Cn(E) is ciosedi 
(d) Cn(E) <;;E; and 
(e) Sn(Cn(E)) <;;E. 
Proa/. (a) follows from 6.9. 
(b) Jf e E E , then d(x, e) = O < r", so that e E Sn(E). 
(e) C,.(E) = X \ Sn(X\ E ) and (e) follows from (a) . 
(d) Let x E C,.(E). Then Sn(x) <;; E, and x E Sn (x) , so that x E E ond 

hence Cri (E) <;" E. 
(e) Let X E S,.(Cn(E)). Then d(x , Cn(E )) < r " , and hence d(x , p) < 2-n 

for sorne p E C,. (E). We have that Sn(P) <;;E and x E Sn(p) , so that x E E . 
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lt follows tbat Sn(Cn(E)) <:;;E. • 
6.27 Lemma. Let (X,d) be a metric space and A and B subsets of X. 

For each positive integer n and each subset E of X define Sn(E) = {:z: E 
X: d(x , E) < r"). 

(•) lf e= Sn(A), then d(x, A) s 2- n for each X E e, and hence d(C, A) s 
2- " ; 

(b) lf Sn(A) n B = 0 , then d(A , B) 2: rn ; 
(e) lf G = Sn+J(A), H = S,.+,(B), and S,.(A) n B = 0, then d(G, H) 2: 

2 - (n+ l ) ¡ and 

(d) lf G = S,.+2(A), H = Sn+2(8), and d(A, B) 2: 2- n, then d(G, H) 
~ 2 - (n+I) . 

Proof. (a) Let x E C and !et < > O. Then N,(x ) n Sn(A) f 0. Let p E 
N,(x)n S,.(A). Then d(p, x) < ' and d(p, A)< 2- n. By 6.24, d(x, A) < <+ 2- n 
for each <> O. Thus d(x,A) S 2- n, so that d(C, A) S r". 

(b) Suppose d(A,B) < 2- n. By 6.25, d(A , B) = glb {d(A,y): y E B). 
Thus there exists b E B such that d(a, b) < r " , and hence b E S,.(A). This 
contradicts S,.(A) n B = 0, so that d(A , B) 2: 2- n. 

(e) Suppose d(G ,H) < 2- ln+ll . Then there exists g E G and h E H such 
that d(g, h) < 2- ln+l). By (a), d(g, A) S 2- ln+3l and d(h, B) S rln+3). By 
6.24, d(A, B) S d(A, g) + d(g, h) + d(h, B ) S r ln+3) + d(g, h) + r ln+3) = 
rln+>l + d(g, h) < 2- ln+>l + rln+i) = ~. 2-ln+il . By (b), we have 2- n < 
~ · 2-(n+l), so that 1 < ~· This contradiction yields that d(G,H) ~ 2 - (n+ l ) , 

(d) Suppose d(G, H) < rln+ll. Then d(g, h) < r ln+i) for sorne g E G 
and h E H . By (a), d(g,A) s; 2- ln+2> and d(h, B ) S rln+2l. Thus, by 
6.24, d(A, B) S d(A, g) + d(g, h) + d(h, B) S 2- ln+2) + d(g, h) + rln+>) = 
2 - (n+l)+d (g , h) < 2 - (n+ t) +2- (n+l) = 2 - n , which contradicts our assumption . 

• 
6.28 Lemma. Let (X1 d) be a metric space, t: > O, and iet {F0 : o E A}, be 

a family of closed subsets of X such that d(F0 , Fp) 2: ' for a f (3 in A. Then 
F = U{F0 : a E A} is closed. 

Proof. Let x E F. Then N,(x ) n F0 t 0 and N c(x) n Fp f 0 . Let 
p E N¡(x ) n F0 and !et q E N ; (x) n Fp. T hen d(x,~) < ~. p E Fa and 
d(x , q) < j , q E Fp. Thus d(p,q) S d(p,x) + d(q, x ) < ~ +~ =<, so that 
d(p, q) < <, p E Fa, and q E Fp. It follows that d(Fa, Fp) < < and hence 
o = {3. We conclude that N~ (x ) n F0 0 -::¡. 0 for exactly one oo E A, and hence 
each neighborhood of x meets F0 0 . Since F0 0 is closed, x E F00 , and X E F; 
and F is closed. • 

6.29 Theorem. Each metric space is paracompact. 
Proof. Let (X ,d) be a metric space and !et {U0 : a E A} be an open 
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cover of X. Let < be a well-ordering of A. For E ~ X and n E JN", let 
Sn(E) = {x E X' d(x,E) < 2-n¡ and let Cn(E) = {x Ex, Sn(x) ~E). 
Then by 6.26' 

Sn(E) is open; 
E~ Sn(E); 
Cn(E) is closed; 
Cn(E) ~ E; and 
Sn(Cn(E)) ~ E. 
Let n E IN. We claim that there ex ists a collect ion { D~: a E A} of subsets 

of X such that D~ = Cn(U0 \ U D~) for each a E A. To estahlish this, let A 
7<a 

be the collection of all pairs ( cr1 B) satisfying: 
(a) B~ A; 
(b) a o E B , where ao is the least element of A; 
(e) lf 'Y E A, a E B , and 'Y< a, then 'Y E B; and 
(d) a = {M0 : cr E B} is a collection of subsets of X such that M0 = 

C.,(U0 \ LJ{M7 ' 'Y< a,1 E B}) for each a E B. 
Now ((C., (U0 , )) , {a o}) E A, so that A¡< 0. Define (a 1,B 1 ) S: (a,,B2) on A 
provided a1 <;; cr2 and 8 1 <;; 82. Then ~ is a partial order on A. Let A" be 
a maxi mal chai n in A , and !et H = LJ{B: (a,B) E A"}. We will show that 
H = A. 

Suppose t hat H ¡< A, and let a¡ be the least element of A\H. Then 
a 1 :/; ao 1 since o:o E H. Now from (e), 'Y< 01, implies ¡EH, and 0 1 < /3 
implies¡'l E A\ H . Define M0 , = Cn(Ua, \ U M7 ) and let a¡= LJ{a' (a,B) E 

7EH 

A•) . Then (a 1 U {M0 ,) ,H U (ai}) E A and is ahove each member of A•; 
contradicting the maximality of A*. It follows that H = A and that a¡ is the 
des ired collection. 

We claim that {D~ : a E A1 n E IN} is a cover of X. Let x E X, and 
Jet A be tbe least element of A such that x E U>.- Let n E IN such that 
N ;.(x ) = Sn (x) ~ U; .· Suppose that x ~ DJ:. Then S,,(x) g U; \ U n;, by 

2 1'< >. 

defini tion of D:;, T hus Sn (x)n U n; ¡< 0, and hence Sn(x )nDJ ¡< 0 for sorne 
7<A 

¡'l < .X . We obtain t hat x E Sn(DJ) = S,,(Cn(Up\ U D~) ) ~ [from 6.26(e)J 
7<P 

Up\ U D~ ~ Up. Thus x E Up and f3 < .X; contradicting the fact that A is the 
7<P 

least such member of A. We conclude that x E D~ and {D~: o E A, n E Il'J} 
CO\!ers X . 

For each n E Ii'J and a E A define: 
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Note that G~ is open from 6.26(a). 
Let x E F:; . Then, by 6.27(a) , d(x, D~) ~ 2-(n+l), so tbat d(x,D~) < 

2-(n+l) and hence X E G~. It follows that F:; ~ e~. 

Suppnse t bat a < fJ in A. T hen S,,(Dp) = Sn(Cn(U~\ U D~)) \;;U~\ U D~ \;; 
7<{1 1<fJ 

X\D~ , so that Sn(Dp) n D~ = 0 . By 6.27(b), d(Dp, D~) 2'. 2- n . Thus for 

a # fJ in A and n E lN, d(Dp,D~) 2'. r " . Also from 6.27(c), d(F:;, F¡;) 2'. 
2-(n+t) for cr. f:. fJ in A and n E IN. 

Let F" = U F:; for each n E JN. Then, by 6.28, F" is closed far each 
o EA 

n E IN. 
Define u;; :;;: G~\ LJ pi far n E IN 1 cr. E A. T hen u:; is open. 

i< n 
We claim that {U;;: a E A, n E IN'} is a locally finite refinement of 

{U0 : <>E A ) . 
To see t hat {U:;: a E A1 n E Il"l} covers X, !et x E X . Now1 since {D~: a E 

A,n E IN} is a cover of X, so is {F:;: a E A, n E lN'}. Let m be t he least 
positive integer such t hat x E FJt far sorne fJ E A. Then x E F$l\ LJ{F~: cr. E 

A,i < m} = F¡;'\ U{F'= i < m} >;; Gp-\ U{F; : i < m} =u;. 
To see t hat {u;;: a E A,n E lN) is a refinement of {U0 : a E A}, let a E A 

and n E IN. T hen u:; \;; G~ = S0+2(D~) \;; S,,(D~ ) = Sn(C0 (U0 \ U D~)) \;; 
7<• 

U.\ UD~ >;; U0 . 

><• 
It remains to show that {u;; : cr. E A, n E IN'} is locally finite. Let X E 

X. Then x E D/J" for sorne m E IN and fJ E A. Now Sm+3(x) is an open 
set contain ing x . We will show t hat Sm+3(x) meets a t most m members 
of {U;;: a E A ,n E IN}. Now Sm+J ~ Sm+J(D,8) ~ FíJ' ~ Fm , so t hat by 
defin.it ion of u:; 1 we have t hat Sm+J(x)nU~ = 0 for cr. E A and i > m . Suppose 
lhat i ~ m and a # ¡ in A. Then d(D~, D;) 2'. r;, so that, by 6.27(d), 
d(G~ 1 G;) ~ 2-(i+l) ~ 2- (m+l). Suppose that Sm+J(x) meets both G~ and 

e;. Let p E Sm+J(x) nG~ and let q E Sm+J(x )nc;, so t hal d(p, q) < 2-(m+2>, 
and hence d(G~ , G;) < 2- (m+2>; contradicting d(G~, G;) ~ 2- (m+tl. T hus 
Sm+3 (x) meets at most one G~ far each i ~ m. lt follows t hat Sm+3(x) meets 
al most m rnembers of {G~ : cr. E A, n E IN}i and hence at most m members 
oí ¡u:;: a E A ,n E IN} . • 

lf (X 1 d) and (Y, e) are rnetric spaces, and f : X -+ Y is a funct ion, then f 
is said lo be uniformly continuo us if for each E > 0 1 there exists ó > O such 
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that e(f(a) , /(b)) < ' whenever a, b E X and d(a , b) < 6. 
6.30 Theorem. Let X be a compact metric space, Y a metric space, and 

f: X ~ Y a continuous function. Then f is uniformly continuous. 
Proof Let E > O. Since f is cont inuous, and X is compact, f (X) is com-

pact. Let y¡ , y,, .. ,y0 be a finite ~ -net for / (X). Then / (X)<;;: U Ndy;) 
j = l 2 

and {/- 1(N¡ (y;)): 1 S j S n ) is an open cover oí X. For each p E X , !et 
Óp >O such t hat N25,(p) <;;: ¡ - 1(N¡(Y;)) for sorne j. Now {N,,(p): p E X} is 
an open cover of X. Let N.sPl (p1), ... , N6P• (p.J be a finite subcover , and Jet 
6 = rnin {6,,, .. ,6 .. ). 

Suppose that a1 b E X and d(a, b) < ó. Now a E Nóp; for sorne i, so that 
d(a,p;) < Óp; and d(a,b) < Óp; · We obtain that d(b,p;) < 26p; and a,b E 
N25,;(p;) . Thus /(a),/(b) E N¡(y;) for sorne j, and hence d(f (a) , f (b)) < '· 

• 

7 BAIRE CATEGORY THEORY 

Recall that a subset E of a space X is nowhere dense in X provided F = 0. 
7.1 Theorem. Let E be a subset o/ a space X. (a) E is nowhere dense 

in X if and only if for each nonempty open subset U oj X, there exists a 
nonempty open subset V of X such that V <;;: U and V n E= 0. (b) Jf E is 
nowhere dense in X and B i;;;; E, then Bis nowhere dense in X. (e) If B i;;;; E 
and B is nowhere dense in E, then B is nowhere dense in X. (d) If E is 
nowhere dense in X , then X\E is dense in X. (e) lf E is open, then E\E is 
nowhere dense in E. 

A subset E of a space X is said to be first category in X if there exists 
a countable collection E¡ for i E JN of subsets of X eacb of which is nowhere 
dense in X such t hat E = U E¡. If E is not first category in X, then E is 

iE~ 

said to be second category in X. 1f X is first [second] category in itself, 
t ben X is said to be a first (second] cat egory space. 

7.2 Lemma. Let E be a subset oj a space X and let B ~ E . Then: 
(a) Jf E is firs t category in X 1 then B is firs t category in X. 
(b) lf B is second category in X, the E is second category in X. 
(e) lf B is first category in E, then B is first category in X . 
(d) lf B is second category in X , then B is second category in E. 
(e) lf E is open and B is second category in E, then B is second category 

in X. 
7.3 Theorem. Let X be a locally compact Hausdorff /or complete metric} 
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space, and Jet Gn for n E IN be a countable collection o/ open subsets of X 
each oj which is dense in X . Then íl G¡ is den3e in X . 

iE f-1 
Proof. Suppose that A and B are open dense subsets of X 1 and let U 

be an open subset of X. Then Un A is nonempty and open in X, so that 
(U n A) n B ,¡, 0. We obtain that A n Bis dense in X . 

Case 1. Suppose that X is a locally compact Hausdorff space. Let U be an 
open subset of X , and \et Vo be an open subset of X such that Vo is compact 
and Vo ~ Vo ~ U. Let Vi = Vo n G l · There exists an open set V2 such 
that V2 is compact and V2 ~ V2 ~ Vi n G2. Define recursively a sequence 
{v;,} of open subsets of X such that for each n E IN, V n is compact and 
Vn+l ~ Vn+l ~ Vn n Gn+ I · Now V l ¿ V 2 ¿ ... is a tower of compact subsets 

of X and hence íl V., 1' 0 . Let p E íl V ... We claim that p E Un íl G., . 
nEIN n Ef-1 n E f-1 

Let n E IN. T hen p E Vn+I ~ V,,n Gn+l ~ VnnGn+l ~ V,1_ 1n G 11n Gn+1 ~ 
... ~ V0 n G1 n G2 n · · · n G.,+1 ~ U n G1 n · ·· n G .. +1, so t hat p E U and 
p E Gn. We obtain t hat p E U n íl G,11 and hence íl G11 is dense in X . 

n El"l n El'J 
Case!!. Suppose that {X ,d) is a complete metric space. For n E IN and 

p E X , Jet S.,(p) = (x E X : d(x, p) < ~} and Jet S~(p) = (x E X : d(x,p) :5 
~} . 

Let U be an open subset of X . We want to show that Un íl G., ,¡, 0 . 
ne r-i 

There exists n i E IN and p¡ E X such that S!11 (p¡ ) ~ U . Let V¡ = S11 1 (pi)n G1 

(# 0 , since G1 is dense). T here exists n2 > n1 and P2 E X such that S~12 (p2) ~ 
Vi . Let V2 == 5112 (p2) n G2 and nJ > n2 and p3 E X such that S~, ~ V2. We 
obtain recursively1 sequences {1>11 } in X , n1 < n2 < n3 < ··· , {SnJ(p;)} 
and {Vn} such that V; = S111 (p;) n G11 S111+ 1 (p;) ~ S~1J+1 {p;+ 1 ) ~ V; 1 and 

SnJ+a (p,+i) ~ Sf1;+1 ~ S,1J(p; ) ~ S~1 (p; ) ~· · ·~U. 
7.4 B a ire Catcgory T heorem . Let X be a [0e41Jy compact flausdorff (or 

complete metric} space. Then X is second category. 

Proof. Suppose t hat X is first category. Then X = U A¡, where A; = 0 . 
iE~ 

Let B, = A, for each i E IN. T hen X = U 8 1 , B¡ is closed, and Bf = 0. 
iEl'J 

For each i E IN, X \ 8; is open and dense in X from 7.I (d). Thus from 

7.3, íl (X \ B; ) is dense in X . But íl (X \ B, ) = X \ U B; = 0. This 

- MN -contradiction proves that X is second category. • 
7.5 Tbeor cm. Let X be a locally compact Hausdorff {or complete metricj 

spoce. Then: 
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(a) Each non empty open subset oj X is second category in X. 
(b) lf E C X and E is first category in X , then X \ E is second category 

in X and dense in X. 
Throughout the remainder of this section we let IR denote the space of real 

numbers with t he Euclidean {usual) topology, and [0,1] the unit interval with 
t he relat ive topology. Note that the topology of IR is induced by the metric 
defined by d(x ,y) = lx-y l for x,y E lR and t hat [0, 1] i.s compact. Also note 
that .IR is complete. 

Let C{O, l ] denote t he cont inuous fun ctions f: [O, lJ -> IR with a metric 
defined by d(/,g) = SUPxe{O,l) IJ(x) - g(x) I. This metric is called the sup 
metric on C[O, ! ]. 

7.6 Lemma. The set C[O, l ] with the sup me.trie is a me.trie space. 

7.7 Lemma. Let f n converge to f in C[O, lJ and /et Xn converge to x in 
[O, ! ]. Then fn (x ,,) converges to f(x) in lR. 

7.8 Le mma. !/ fn is a Cauchy sequence in G[O, !] and x E [O, !], then 
f n(x) is a Cauchy sequence in .R. 

7.9 Theorem. The space C(O, 1] is a complete metric space. 

If n E IN' , let Pn denoted the set of ali f E CfO, !J such that t here exists 
p E [O, 1 - f,J such t hat ¡ f(p+l~ - f(P)I $ n for ali h E (O,~). 

7.10 Le mma. For each n E IN1 Pn is closed and nowhere dens e in CfO, !J. 
7.11 Lemma. The space C[O, ! ] is not equal to U P". 

ner< 
7.12 Theorem . There exists a continuous function f : [O, !J -t IR which is 

nowhere dif/erentiable on [O, 1). 
Proof. Let / E C[O, I j have a derivative at p E [O, ! ) and let a = lf'(p)/. 

Then there exists E > o such that 1 ~ r .:5 a + 1 for jh/ < f. Let n E IN' 
such that a+ 1 < n, ~ < f, and p < 1 - ~· T hen f E Pn · T hus U Pn 

n EN 
contains ali functions which are differentiable at sorne point of [O, 1). • 

8 NETS 

A directed set (D , :5) is a set D together with a relat ion :5 on D such that: 
(a) a :5 a for each a E D (refl exive)¡ 
(b) lf a :5 b and b :5 e in D . then a :5 e {t.rans it.ive); and 
(e} If a, b E D, then there exists e E D such that. a :$ e and b :5 e (d irec ted 

property) . 
A net in a space X is a fun ction </J: D--+ X from a directed set D in to X . 
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lf ,¡, : D -+ X is a net and E ~ X, then <P is e ventually in E if there exists 
a E O such tha t 4>(d) E E for each d E O such that a $ d. T his is denoted 
<l> E' E. 

lf </J: D -+ X is a net and E ~ X 1 then </> is frequeotly in E if for each 
d E D, there exists e E D such that d ~ e and </J(e) E E . This is denoted 
.¡,el E. 

lf ,P: D -+ X is a net in a space X and p E X 1 then <P converges {clustersJ 
to p provided 4> is eventually ifrequent Jy] in each neighborhood of p. This is 

denoted 4> 4 p 14> .!., pj . 
. 1 T heorem. A space X is Hausdorff if and only i/ each net in X has at 

most one point o/ convergence. 
A seque nce is a net whose domain is the set of positive integers with the 

usual ordering. 
8.2 Theorem. Let E be a subset o/ a space X . These are equivalent: 
(a) E is closed; 
{b) 1/ 4> is a net in E and 4> 4 p, then p E E; and 

(e) 1/ 4> is a net in E and .¡, .!., p, then p E E. 
Lf E and D are directed sets1 then a function >.: E -+ D is coflnal in D 

provided that for each d E D, there exists e E E such that d ~ >.(x) in D 
whenever e ~ x in E. 

A subnet of a net </J: D -+ X is a net t/J: E-+ X such that there exists a 
cofinaJ function >.: E __, D with 1/1 = .¡,>.. 

8.3 Theorem . Let X be a space, rp: D -+ X a net, and let p E X . Then 

.¡, .!., p i/ and only i/ there exists a subnet 1/1: E __, X such that .¡, 4 p. 

Proof. Suppose .¡, .!., p, and Jet U be the collection of ali neighborhoods 
of p. Let E = {(d,U) E D x U : ./>(d) E U) and define (d1, Ui) $ (d,,U2) 
provided d1 $ d, and U2 <:; U¡ . Then E is directed set. Define 1/¡: E__, X 
by 1/l(d, U) = ./>(d) and >. : E __, O by >.(d, U) = d. T hen, for (d, U) E E , 
.¡,>.(d,U) = ./>(d) = 1/l(d, U), so tha t 1/1 =.¡,o >.. To see t hat >.is cofinal in D, 
Jet d E D, and Jet U E U such t hat <l>(d) E U. Then (d, U) E E. Suppose that 
(d, U) $ (d', U' ) in E. T hen d $ d' and U' <:; U, so tha t d $ d' = >.(d', U') 
and hence >.is cofinal in D . We obtain that t/J is a subnet of </J. 

To see t ha t 1/1 4 p, Jet U be a neighborhood of p. T hen ¡fJ(d) E U for sorne 
d E D. Suppose t hat (d, U) $ (d', U') in E. Then d $ d' and U'<:; U. Now 
1/l(cf,U' ) = if>(d') E U' <:; U, so that 1/l(d',U') E U, 1/1 E' U, and 1/14 p. 

Suppose there is a subnet ,P: E__, X of .¡,: D __, X such t hat 1/14 p. Let 
..\:E-+ D be a cofinal function such that t/J =</Jo>.. Let U be a neighborhood 
of p, and !et d1 E D. Now there exists e' E E such that e' :5 e implies that 
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1/J(e) E U 1 and there exists e" E E such that e11 '5 x implies that d' '5 A{x). 
Let e E E such that e' .$ e and e" .$ €. Then 1/J(e) E U and d' .$ A(e), so that 

,P(e) = .p(>.(e)) E U. Let d =>.(e). Then d' :S d and <)l(d) E U, so that <P.!., p . 

• 
8.4 Theorem. Let X be a space, p E X, and <P: D --+ X a net in X such 

that <P ~p. lf t/J : E--+ X is a subnet of </:>, then 1/J 4 p. 

8.5 Theorem. A space X is compact if and only if each net in X has a 
subnet which converges to a point o/ X. 

Prooj. Suppose that X is compact and that </J: D--+ X is a net. Suppose 
that for each p E X, the net <P does not cluster to p. Then for each p E X, there 
exists an open set Up containing p such tbat <P Ee X\Uw Now {Up: p E X} 
is an open cover of X. Since X is compact, there exists a finite subcover 
{U1 , U2 , .. , Un}· For each Uj, there exists di E D such that dj .$din D 
implies t~at <P(d) E X\U;. Let d E D sucb tbat d1,d2 , ... ,d,, :S d. Then 

<)\(d) E íl (X\U;) = X\LJj = I"U; = 0. Tbis contradiction yields that 
j = l 

<P -Ít p for sorne p E X, and hence by 8.3, there is a subnet converging to p. 

Suppose that each net in X has a subnet which converges to a point of X . 
Then, by 8.3 , each net in X clusters to a point in X. Let A' be a collection 
of closed subsets of X with the fini te intersection property and Jet A be the 
collection of all finite intersections of memember of A'. For A E A, !et PA E A. 
Define </J : A --+ X by cji(A) :: PA· Now A is ordered by reverse inclusion and 

is thus a directed set 1 so that <P is a net in X. We ha ve that <P 4 p for sorne 
p E X. Suppose that p E X\A for sorne A E A. Tben there exists B ~ A, 

B E A , sucb that <P(B) E X \ A, since X\A is open and <P .!., p . Now <f>(B) E B 
and hence B n (X \ A) ,¡, 0 . This contradicts B <;; A, so that p E A for each 
A E A , ílA' = ílA 'i' 0. From 4.2, X is compact. • 

8.6 Tbeorem. Let f: X --+ Y be a function and Jet p E X. Th en these 
are equivalent: 

(a) f is continuous at p; 
{b} lf <P 4 p, then f<P 4 /(p); and 

(e) If <P.!., p, then f<P .!., f(p). 
A net <P: D --+ X is said to be a universal net if for each A ~ X, ei ther 

<P E' A or .p E' X\A. 
ote Lhat if t/J: D--+ A is a universa! net, A ~ X, a nd t/J el A, then <P Ee A. 

8. 7 Theore m . lj </>: D - > X is a universal net in a space X and p E X 

such that t/J ~ p, then 4> 4 p. 
8.8 Tbeorem . Each subnet of a universal nel is a universal net. 
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8.9 Theore m. !/ </J: D-+ X is a universal net in a space X, and / :X-+ 
Y i" a jtJnction, then f <P: D -+ Y is a univerMI net in Y. 

8.10 Lemma. Let <P: D -+ X be a net in a spoce X . Then there exists a 
family A o/ subsets o/ X such that: 

(a} 4> e l A Jor ali A E A; 
(b} lf A, B E A , then A n B E A; and 
(e) lf S <;; X , then either SE A or X \ S E A. 
Proof. Let C = (A: A is a farniJy of subsets of X satisfying (a) and (b) ). 

Then C is nonempty, since {X} E C, and C is partially ordered by inclusion. 
Let C' be a maximal chain in e, and !et A = {A: A E A for sorne A E C'}. 
Then A is a maximal rnember of C. Let S C X . We consider two cases. 

Case J. 4> !fe' S. In this case 4> E' X\S~ so that 4> e l (X\S) n A Cor each 
A E A. Thus A U {A n (X\S): A E A} U {X\ S) is a member of C containing 
A. The maximaJity of A yieJds that X \ S E A. 

Ca"e 2. <P e l S. We consider two subca..ses. 
Subcase J. 4> e' S n A Cor each A E A. ln this case we obtain that S E A. 
Subcase 2. 4> !fe' S n A Cor sorne A e A. Then 4> E' X \(S n A) = 

(X\S)U(X \A), so that (X\S) U(X \ A) E A (as in case 1). But An[(X\S)u 
(X\A)J = A n (X \ S) E A . Let C E A. Now A n C E A irnpJies t hat 
(A n C) n [(X \S) u (X\A)J = (A n C) n (X\S) E A . T hen <Pe' en (X\S) 
and A U {X\S) satisfies (a) and (b), so that X \S E A. • 

8. 11 T heorem. Each net in a space X has a universal subnet. 
Proof. Let 4>: D--> X be a net in X , and Jet A be a farniJy of subsets of 

X satisfying 8.10. Let E = {(d, A) E D x A : 4>(d) E A} and define (d1, A1) S 
(d,,A,) on E if d1 S d, in D and A, <;; A1• Then (E, S ) is a d irected set . 
Define ), : E--> D by J.(d, A) = d and Jet .¡, = 4> o >.. T hen .¡, is a subnet of r/J. 

Let A E A. Then r/J(d) E A for sorne d E D. Suppose (d, A) S (e, B) in E. 
Then .P(e, B) = rfJJ.(e, B) = rfJ(e) e B <;; A, so that .¡, E' A for each A E A . 
For S <;; A either S E A or X \S E A , so that either .¡,E' Sor .¡, E' X\S, and 
hence 1/J is universal. • 

.12 Theorem. A space X is compact if and only if each universal net in 
X converges . 

. 13 Exercise. Construct a proof of the Tychonoff Theorem using univer­
sa) net.s. 

9 HOMOTOPY 

If X and Y are spaces and f : X -+ Y and g: X -+ Y are continuous functions, 
then f and g are said to be hom otopic (denoted f ,..,,, g) provided there 
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exists a continuous function H: X x I--+ Y such that H{x, O) = /(x) and 
H(x , 1) = g(x) for each x E X, where I = {O, l ] is the unit interval with 
the relative topology of the reals. The continuous function H is called a 
homotopy. 

9.1 Theorem. Let X be a space. Then any pair f : X--+ IR" and g: X--+ 
IR" o/ continuous functions from X into IR" are homotopic. 

9.2 Theorem. Let X be a space and f: X --+ S" a continuous function. 
Then either f is surjective or f is homotopic to a constant map. 

If X and Y are spaces, then C(X, Y) denotes the set of all continuous 
functions from X into Y. 

9.3 Theorem. Let X and Y be spaces. Then ,...., is an equivalence relation 
on C(X, Y). 

The equivalence classes of,...., on C(X, Y) are called homotopy classes. 
A subspace E of a space X is said to be contractible in X if the inclusion 

map i: E ~ X is homotopic to a constant map E -+ X. 
A space X is said to be contractible if the identity rnap l x: X -+ X is 

homotopic to a constant map X -+ X, i.e. X is contractible in itself. 
9.4 Theorem. Each proper subspace o/ S" is contractible in sn. 
9.5 Theorern. A product of contractible spaces is contractible. 
If X and Y are spaces and f: X -+ Y is a continuous funct ion, t hen f 

is said to be a homotopy equivalence if there exists a continuous funct ion 
g: Y-+ X such that g o f ,..,_, lx and f o g ,..,_, l y. We say, in this case, that 
X and Y are homotopically equivalent and denote this fact by writing 
X ~Y. 

9.6 Theorem. Homotopy equivalence is an equivalence re.lation on any set 
o/ spaces. 

A property of spaces is called a homotopy property if it is preserved by 
every homotopy equivalence. 

9. 7 Theorem. Contractibility is a homotopy property. 
9.8 Theore m . Every. homotopy property is a topological property. 
9.9 Theore m . Let R be the component equivalence on a space X and Jet 

T be the component equivalence on a space Y. If f : X -+ Y is a continuous 
function, then there exists a continuous function 1 such that the diagram: 

X/R-L Y/T 

X _!__, y 
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commutes, where the vertical maps are projections. 

If f: X --+ Y as in 9.9, then f denotes the induced map as in 9.9. 

9.10 Theorem. If two continuous functions f , g: X --+ Y are homotopic, 
then J = g. 

Proof. Let R and T be the component equivalences on X and Y respec­
tively, and let H : X x I--> Y be continuous such t bat H(x,O) = f(x) and 
H(x, 1) = g(x) far eacb x E X. Tben eacb of tbe diagrams: 

X/R LY/T X/ R LY/T 

X -4 y 

commute, where a and (j arie natural projections. Let p E X/R1 and let 
A be a component 0f X such that a(A) = p. Tben A x I is a component 
of X x I so that H(A x I) is contained in sorne component B of Y . Thus 
J (A) = H(A x {O}) <;; B and g(A) = H (A x {!}) <;; B . We have that 
j(p) = Jrx(A) = /3(B) = /3g(A) = grx(A) = g(p) and J = g. • 

9.11 Theorem. If f: X -t Y is a homotopy equivalence, then f is bijec­
tive. 

Prooj. Let g: Y --+ X hie a continuous function such that gf ....., l x and f g ,...,.,, 
1 y. Let R and T be the c0mponent equivalences on X and Y, respect-ively. 
Tben each of t he diagrams: 

X/R L Y/T Y/T L X/R 

X ...!..., y y -4 X 

commutes, where a &nd ~are natural projections. Observe tha·t Ix and l y are 
t he ident.ity maps 0n X/R and Y/T, respectively. By 9.101 we have 9Í = Ix 
and fg = l y. We will show tbat iÍ = g J. Consider t he diagrams: 
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X/R _l_, Y/T _l_, X/R 

X _!...., Y ..!..; X 

and 

X/R i1_, X/R 

X _!J., X 

and both diagrams commute, so that 9J = gj Similarly1 fg = fg, and we 
have that gJ = Ix and fg = Iy. It follows that J is bijective. • 

9.12 Theorem. Connectedness is a homotopy property. 

Proof. Suppose that X ,..., Y and that X is connected. Let f: X --t Y be a 
homotopy equivalence, and let R and T be the component equivalences of X 
and Y, respectively. Then the diagrarm: 

X/R _l_, Y/T 

X _!...., y 

commutes. Since X is connected, X J R is degenera te, and since f is surjective 
(9. 11 L Y /T is degenerate. It follows t hat Y is connected. • 

9.13 Theorem. Let X be a space. Then X is contractible if and only if 
for each space Y and each pair oj continuous functions / ,g: Y --t X, f,...... g. 

Proof. Suppose that /, g' Y -> X ;mplies that f - g. Let Y = X, f = !x , 
and g: X --t X a constant map. Tben f ,.,.., g, so that X is contract ible. 

Suppose, on t. he other hand , that X is contractible. Let Y be a space 
and let / 1 9: Y--+ X be continuous fu nct. ions. Let. e E X. Then l x "'c. Let 
H , X x J --; X denote th;s homotopy w;th H( x, O) = l x(x) = x and H(x, !) = 
c. 
Define F o Y x 1 --; X by 
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F (y, t ) = {H(J(y), 2t ) 
H(g(y), 2 - 2t) 

for0 $t$~ 

for ~$t$1 

10'1 

ThenF iscontinuous, and F (y ,O) = H (J(y),O) = / (y) and F (y, 1) = H (g(y),O) 
= g(y) so that F: f - g. 

10 PATHS 

A path in a space X is a cc:mtinuous function a: J -+ X. We cal\ a(O) the 
initial p oint and a(l) the fina l p oint of the path. 

10.1 Theorem . Let X be a space and R = {(01 b) E X x X: there exists 
a path a: 1 -+ X su.ch that CT·~O) =a and a( l ) = b}. Then R is an equivalence 
relation on X. 

A equiva.lence class 0f R in 10.1 is called a path com ponent of X and 
R is called the pa th compone nt equiva1ence on X. If X has exactly one 
pa.Lh component, then X is said Lo be pat hwise connected . 

10.2 Theorem . Each pathwise connected space is connected. 
10.3 T heorem. The continuous image o/ a pathwise connected space is 

pathwise connected. 
10.4 T h eor em. A contractible space is pathwise connected. 
10.5 T heor em. The p1'0duct o/ a family o/ pathwise connected spaces is 

pathwise connected. 
10.6 Theorem. Let f : X -+ Y be a cont1nuous function and let J< be a 

path component o/ X. Then / (K) is contained in ezactly one path component 
of Y. 

10. 7 T heor em . Let R be the path component equivalence on a space X 
and let T be t,he path component equivalence on a space Y. Jf f: X -+ Y is a 
continuou.s fun ction, then there exists a continuous funrztion /d: X/R-~ Y /T 
such that t.he diagram: 

X/R !'__, Y/T 

X___!_,, y 

commutes, where the vertical maps are prnjections. 
lf f : X -+ Y as in 10. 7, then f~ denotes the induced map. 
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10.8 Theorem. lf / 1 9: X--+ Y are homotopic continuous Junctions1 then 
¡n = 91. 

10.9 Theorem. If f: X --+ Y is a homotopy equivalence1 then JG is bijec­
tive. 

If X is a space and p E X 1 then X is said to be local ly p athwise con­
nected at p provided each neighborhood of p contains a pathwise connected 
neighborhood of p. If X is locally pathwise connected at each of its points, 
then X is said to be locally pathwise connected. 

10.10 Theorem. Let X be a space and p E X such that X is locally 
pathwise connected at p. Then p is an interior point o/ its path component in 
X. 

10.11 Tbeorem . Pathwise connectedness and local pathwise connectedness 
are topological properties. 

10.12 Theorem. Let X be a space and p E X such that X is local/y 
pathwise connected at p. Then X is locally connected at p. 

10.13 Theorem. Let X be a locally pathwise connected space, p E X, and 
let K denote the path component of p in X. Then K is both open and closed 
in X and K = C (p). 

10. 14 Theorem. lf a space X is connected and locally pathwise connec ted, 
then X is pathwise connected. 

11 THE FUNDAMENTAL GROUP 

A loop in a space X is a continuous funct ion u : l --+ X (where 1 = !01 l ] 
with the usual topology) such that a(O) = a (I ). The point b = a(O) = a( I ) 
is called t.be base point of the loop u . The collection of all loops in X with 
basepoint bis denoted L (X 1 b) . 

1f X is a space, then two loops u , T E L (X, b) are said to be equivalent 
provided t here exists a homotopy H : l x l --+ X such that H (s, O) = u(s) and 
H (0,3) = r(•) fo r each s E ! , and H(O , t ) = H(l , t) = b for each t E l. We 
use a ~ T to denote that a and T are equivalent. 

11.1 Tbeore m . !/ X is a space and b E X , then =::-- is an equivalence 
rc/a to on on L(X, b). 

lf X is a space, b E X , and /7 E L(X, b) , then [uJ denot.ed t he ~ equiva lence 
class oí a, and ~ 1 (X, b) = L(X, b)/ "'· 

11.2 Tbeor e m . Let X be a space, b E X , and 17,T E L(X , b) . Defin e 
or: / --+ X by 

<7T t _ { a(2 t) Ü $ t $ ~ 
( ) - r(2 t - ! ) ~ 5 t 5 1 
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Then trr E L(X,b). 
11.3 T heorem. Let X be a space, b E X , an.d u E L(X 1 b) . Define 

u- 1: J -; X by u- 1(t) = u(! - t) for t E /. Then u - 1 E L(X , b). 
11.4 T beorem. Let X be a space and b E X . Th.en. 7t¡(X,b) is a group 

under luJITJ = iuTJ. 
Proof. We first show that multiplication is well defined. Suppose that 

u :::: u' and T:::: T 1 in L(X ,b) . We claim that UT :::: u1T 1 . Let F : I x I -4 X 
be a bomotopy with F (s ,O) = u(s), F(s , !) = u'(s), and F (O,t) = F (!,t) = b. 
Lel G : I x J -; X be a homotopy with G(s,O) = T(s ), G(s , 1) = T'(s) , and 
G(O, t) = G(l ,t) = b. Define H: J x l -; X by 

H(s , t) = { F(2s, t) 
G(2s - l , t ) 

for O :5 s 5 i and airl t 
for 4:5s5 1 and all t 

Since for s = ~ 1 F (l, t) = b = G( l, t); H is continuous. Now 

H (s, O) = {F(2s,O) = u(2s) 
G(2s - 1,0) = T(2s - !) 

for O :5 s :5 t 
for t :5 s :5 1 

= trr(s) , and 

H(s, !) = { F(2s, !) = u'(2s) 
G(2s - !, !) = T'(2s - ! ) 

for0 :5 s :5í 
for ~ 5 s :5 l 

= u'r(s), H(O, t) = F(O, t) = b, and H(l , t) = G(l ,!) = b. T hus H is a 
homotopy between crT and a 1T 1, so that multiplicat.ion is wel! defi ned. 

To see that mult i)Dlicaition is associative, let o,/3,""f E L(X ,b). We claim 
t hat a (/J-y) "' (cr(J)<. Note that 

and 

{
a(4s) 

(a(J)<(s ) = (J(4s - ! ) 

¡(2s - 1) 

{
a(2s) 

cr((J¡)(s) = (J(4s -: 2) 

¡(4s - 3) 

for 0 :5 s 5 ~ 

far ! :5 s :5 t 
for ~ :5 s :5 1 

for0 :5 s :5 t 
for ~ :5 s :5 i 
far ! :5 s :5 1 

Define F : l x l -; X by 

{ a(~¡) JurO ::; 4s::; t + 1 

F(s, t) = /1(4s - t - I ) for l+ I S4s S t+2 

¡ (~) for t + 2 ::; 4s ::; 4 
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Then F is a homotopy between (a/3h and a(fJ-y). and hence mult ip lication is 
associat ive. 

To see t hat 7r1(X1 b) has an identity, define e: I -t X be e(t) = b for all 
t E l. Now Jet u E L(X,b) and define F: I X I --+ X by 

{
u(2s) 

F(s,t) = :(l.!f!) 
for O :5 2a :S t 

fort $: 2a :52-t 

for2-t:S2s:S2 

Then F is a homotopy between u and ue, i. e. , [uJle] = [u e] = [u], and [eJ is a 
right identity. 

To see that right inverses exist, Jet a E L(X, b) and define a - 1 E L(X, b) 
as in 11 .3. Then 

,,,,- '(s) = { u(2s) 
u(2 - 2s) 

Define F : I x I --+ X by 

{
u(2s) 

F(s,t) = u(t) 

u(2 - 2s) 

for0 :5 s :5 ! 
for~ :5 a :5 1 

for0 :S 2s :S t 

fo r t :5 2s :S 2 - t 

fo r 2 - t :S 2s :S 2 

T hen F is a homotopy between uu- 1 and e. We conclude that n1(X,b) is a 
group. 

The nota tion f: (X, x) ~ (Y, y) means t hat f: X -. Y is a continuous 
íuntion f:rom the space X into the space Y , x E X , y E Y , and f(x) = y. 

11.5 T heorem. If f: (X,x)--+ (Y, y), then the function 7r¡(/): 7r 1(X,x) 
--+ rr 1(Y, y) defined by 7r 1(/)([u]) = [fu[ is a homomorphism. 

11.6 T heore m . If f : (X,x)--+ (Y, y) is a homeomorphism, then 
1T¡(/) : rr1(X, x)--+ n 1(Y,y) is an isomorphism. 

11 .7 Theorem. Jf X is a space and b E X, then 11'"¡ ( lx ) is the identity 
homomophism on tr¡ (X, b). 

11. Theore m . If f : (X,x) --+ (Y, y) and g : (Y, y )--+ (Z , z), then n 1(g!) = 
rr 1(g)lf¡(/). 

11 .9 T h eor e m . Lct X and Y be spaces, x E X , and y E Y . Then 
;r1(X x Y,(x , y)) is isomorphic to the direct sum tr1(X 1 x)E9 ?r1(Y1 y). 

11 . 10 Theorem . Lct X be a pathwise connected spau and let a 1 b E X . 
Then rr 1(X ,a) ts isomorphic to tr 1(X ,b). 
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Proof. Let o: 1 --+ X be a path such that o(O) =a ando( ! ) = b. Define 
o - 1(t) = a( J - t) and 

for O :S t :S ~ 
fori5t51 

Then 00- 1 E L(X,a) and 00- 1 ....., a. Also 0 - 10 E L(X, b) and a - 1cr ...... b. 
F'or o E L(X, a) define · 

{
o - 1(3t) 

(o- 1oa)(t) = o(3t - 1) 

o(Jt - 2) 

for0 $ t 5 ! 
for} $ t $j 
for~ $t$ 1 

(1) \Ve claim that if a ~ r in L(X1 a), then o- 1ao ::::" cr - 1ra in L(X1 b) . 
Lct F : l x l --+ X be a homotopy such thal F(s ,O) = o(s), F(s, 1) = r(s), 
and F(O, t ) = F( l , t) = a. Define H : 1 x 1 --+ X by 

{
o - '(3s) 

H (s, t) = F(3s - l ,t) 

o(3s - 2) 

for0$55l 
for!5.5 $J 
for~ '.$5$ 1 

Then H is a homotopy between o - 1ao and a- 1ro. 
F'or q' E L(X, b) define 

{
o(3t) 

00'0- 1 = u'(3t - 1) 

a - '(3t -2) 

Then 0'1'0-1 E L(X,a) and 

for0 $t5! 
for!St5} 
for~$t$ 1 

(2) If t1':: r' in L(X,b) , then ou'o- 1 :: or'o- 1 in L(X, a). The proof of 
(2) is similar to thc proof of ( 1). 

(3) \Ve clai m that if" E L(X,a), then a(a - 1ua)o- 1 :: (oo- 1)u(ao- 1) in 
L(X ,a). The desired homotopy is G: 1 x 1 --+ X defined by: ¡0(*1-) forO :S l s :S 3t + 2 

., - 1 ( 18•3_!:-3 ) for 3t +3 :S 1 s:S2t + 6 

G(s,t) = u(~) for2t +6:S l s:S l 2 - 2t 

a( 18't:\-") for 12 - 2! $ 1 s:S 15 - 3t 

o- 1 (~) for 15 -3! $ 1s :S 18 
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(4) a(o - 111a)a- 1 ::. 11for11 E L(X,a) 
(5) a - 1(oo'a- 1)a ::. 11' for each 11' E L(X,b) 

ow define .¡,, 7f1(X,a)--+ 1'1(X,b) by .P([11]) = [o - 111a]. T hen .P is well­
defined by (!) . 

To see tbat .¡,is surjective, let 11' E L(X, b) . Then .p([o11'a - 1]) = [a- 1 (a11'a- 1 )aj• 
[o'], by (5), so that .P is surjective. 

To see that .p is injective, suppose that !/J([11i]) = ,P([112]). Then a - 1111<>::. 
a - 1a2a in L(X , b) , and so a(o- 11110)0- 1 ':::::" o(a- 1a2o-)o- 1 by (2), and hence 
by (4) and the transit ivity of '.'.::::' 1 we have have a 1 '.'.::::'. <12 and 1/J is inject ive. 

Finally, to see t hat .¡, is a homomorphism, observe t hat .P([u1Jl112J) = 
1/>((111112]) = [a - 1111112<>] = [a- 1uaa- 1112a] = [a- 111a] = [a- 1uaJla- 111,aJ = 
,P([11, J),P((112J). • 

If X is a pathwise connected space and b E X , then tr1(X1 b) is denoted 
n1 (X) and is called the fundamental group of X. 

A space X is said to be s imply connected provided X is pathwise con· 
rn~cted and 7f¡ (X) is trivial. 

l l . l l Theorem. Each contractible space is simply connected. 
Proof. Let X be a contractible space. 
To sec that X is pathw ise connected, !et a, b E X. In view of 9. 13 , we have 

that l x - a and Ix - b. Let ff, X x 1 --+ X be a homotopy with JJ (x,0) = a 
and H(x. 1 l } ::::- x, and !et F: X x I ~X be a homotopy with F(x,O) = x and 
F(x, 1) = b. Defineª' l --+ X by 

a(t) = {ll (a, 2t) 
F(a,2t - I) 

for O :S t :S ! 
for ! :S t :S 1 

ince JJ(a , ! ) =a= F(a,O), a is cont inuous, and a(O) = JJ (a,O) = a, a(I) = 
F(a, 1) = b. T hus X is pathwise connected. 

To see that 7Ti( X) is tri via\1 !et b E X 1 u E L(X 1 b), and Jet e: J 4 X be 
e(t) = b. Then o: l 4 X is continuous with u(O) = u( l ) = b. We want to 
show thal u=:: e. Now u ,..., e from 9. 13. Let fl : l x 1 4 X be a homotopy 
with ll(>,O) = 11(s) a nd H(s, I ) = e(s) = b. Define F , l x J --+ X by' 

{
f/ (s,2s) 

F(>,t) = H(s,t) 

JJ (s, 2 - 2s) 

for O :S 2., S t 

fort S2.,:S2- t 
fo r 2 - t ::; 2s ::; 2 

Then F is continuous wit h F (s,O) = 11(•), F(s , 1) = b, F(O,t) = b = F( l , t) 
and hence <1 ~ e. • 

11.12 Theorem . Simple. conncct1v1ty u a topolog1cal property. 
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Let 5 1 be endowed with the multiplication it inherits as a subset of the 
complex plane. Then 5 1 is a group. The reals R under addition is also a 
group. The exponential map </>: IR. -+ 5 1 i defined by </>(t) = exp(2irit) for 
t E R , and is a continuous surjective homomorpbism. We use 71, to denote 
the o.ddilive subgroup of Ill consisting of the integers. 

ll.13 T heorem . The kernel of </>is 'll, i.e., </>-1(1) = '!l. 
ll.14 Theorem. </>I('?,~) is a homeomorphism onto S 1\ {- l) . 
ll.15 Lifting Lemmn. Let o: 1 -+ 5 1 be a path such that o(O) = l. Tlien 

thert. ensts a path a~: I --+ IR such that a ' (O) =O and <f>a~ = a-1 i.e., tite 
diogrom: 

~ r</> 

I ~S' 
commutes. 

Proof. Let ,¡, = (</>I('?, !lr'. Now there exists a real number 5 > O such 
that if lt - -'I < ó, then lla(t) - u(s)ll < 11 sanee a is uniformly continuous 
from 6.30. Thus if lt - si < 5, then o(t)-# -o(s) and hence o(t)/o(•) -# - 1. 
Let n E E\! such that ltl < nt for ali t E J, and define: 

o*(!) = t ,¡,( u(~t) ) 
!=• u(.t;¡lt) 

Then a ' : l -+ IR is the desired path. • 
Ll.16 Covering Homotopy Le mma. Let a : l-+ S1 ancl T : l --t 5 1 be 

paths and F : u - T a homotopy such that P(O, t) = u(O) = r(O) = 1 and 
P(l , t) = o(l) = r( l) for ali t E l. Then there enst.s a uriique /1omotopy 
P' · o' - T' such that P*(O, t) = u'(O) = r ' (O) =O and F'( l , t) = u '( I) = 
r'(I) far ali t E 1, and <J>F' = F . 

Proof. ow F(s, O) = o(•) and F(s, I) = r(s) for a li ' E l . Let 
1/J = {IÍ'I(-!, ~)) - 1 . Now, from 9.13, F: l x l -+ S 1 is uniformly contin· 
uous, and hence there exists 5 > O such that if ll(s, t) - (•'. t')ll < 5, then 
llP(s, t) - F(s', t')ll < J. Let n E IN such thal ll(s, t)ll < n5 for ali (•, t) E I x ! , 
and de.fine: 

for (! , t) E l x / . Then p• : l x 1 ~ IR is continuous1 and <t>F• = F. 
h is simple to establish that F°(s,O) =o' (•). 
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To see tbat F'(s, !) = r*(s), observe tbat ,PF'(s, 1) = F(s , !) = r(s) and 
F'(O, 1) =O, so that F'(s, ! ) = r'(s ). 

Now ,PF'(Ox l) = F(Oxl) =!,so tbat F'(Oxl) e;; 7l, and bence F'(Oxl) 
is constan\. Now F'(O, O) = O, so that F'(O x J) =O= u*(O) = r'(O). 

Since F'(s , ! ) = r'(s), we bave that F'(l , 1) = r'(l). Now ,PF'( l x J) = 
F(l x !) = a(!) = r(!) , and hence F'(l x !) e;; ,¡,- 1a(l) (discrete), so that 
F'(l x !) =a*(! ), and we obtain that F'(l x !) = a'(l) = r *( l ). 

To establisb uniqueness, suppose that <PF' = F and F'(0 1 t) = 01 F1 (1 1 t) = 
a*(!) = r*(l). Then </>(F' - F')(J x !) =O and hence F' - F' is constan\. 
Since (F' - F')(O, t) =O, we have F' - F' =O and hence F' = F' • 

Jf a E L(S1, ! ), then the degree of a is defined deg a= a'(l). 
11 .17 Lemma. lf a and r are equivalent loops in L(S1, 1), then deg O' = 

deg T. 

Define deg: "l (S1, 1) --t 7l by deg([aj) = deg a. 
11.1 8 Theorem. deg: rr1(S1,l)-¡. 71, is an isomorphism. 
Proof. For a E L(S1, 1), </>a'(!) = a( l ) = 1, so that a*(l) E 7l and hence 

the codomain of deg is 'll,, Now deg is well-defined by 11.1 7. 
To see that deg is surjective, !et n E 'JJ,. Define T: I -4 IR by r(t) = nt. 

Define a: I --t S 1 by a = <f>r. Then a(O) = <f>r(O) =</>(O) = 1 and a(!) = 
</>r( l ) = </>( n) = 1, so that a E L(S1, !), and r =a'. Thus a'( l) = r( l) = n 
and deg [aj = n. 

To see that deg is injective, suppose that deg a :::: deg T . Then u*(l) = 
r ' (l ). Define H: I x I --t IR by H(s,t) = ta'(s) + (! - t)r'(s) and define 
F : l x I --t S1 by F(s, t) = </>(H(•, t)). Then F(O, t) = </>H(O, t) = </>(ta'(O) + 
(1 - t)r' (O)) = </>(O)= ! , F(l,t) = </>H(l, t) =</>(tu'(! ) + (1 - t)r'( l )) = 
</>r' ( l ) = 1, F (s,O) = </>r '(s) = r(s), and F(s , 1) = <Pu'(s) = a(s), so that 
r ::::: a and [u] = j;J. We conclude that deg is injective. 

To see Lhat deg is a homomorphism, first observe that deg [ai]fa2] = 
deg [uiu2J = (a1 a2) ' ( l) and deg [a¡J + deg [a2J = a( ( l ) + a:1(1). Define 
r : l --t IR by r( t ) = ~i( t ) + a;(t), and define a : I --t S1 by a = </>r . 
T hen r (O) = O, and hence r = a'. Define H : I x / --t IR by H(s , t ) = 
t (o 1o,) ' (s) + (1 - t)r(•) and define F: l x I --t S 1 by F =</>H . Then we have 
F(O, t) = ,P(O) = t = (a1a2 )(0) = a(O), F(l,t) =</>(O)= 1 = (a 1a ,) ( l ) = a(l) , 
F(s ,O) = </>r(s) = a(s), and F( s, 1) = </>(a1a2) ' (s ) = (o102)(s). lt follows 
thai (0102)'(1) = a ' ( l ) = r(J) = u¡ ( I) + 0; (1). • 

l l.1 9 T heore m . The fundamental gro up o/ S 1 is 7Z. 
lf f : X -J X is a function nnd p E X , Lhen p is caUed a fl.xed point off 

provided / (p) = p. 

A space X is said to have the A.xed point property if each continuous 
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function f : X 4' X has a fixed point. 
11.20 Theorem. Tlie fixed point property i.! a topological property. 
11.21 Lemma . The space 51 is nota ret racto/ 8 1 . 

11 .22 Theorem. The space 8 2 has the fized potnt property. 

12 THE CANTOR SET 

A space X is said to be perfect if ench point oí X is a limit point oí X . 
A point p in a space X is called an isolated p oint provided p is not a 

limit point oí X. 
Note tbat aspa.ce is perfect if it contains no isolated points. 
12. I T heor e m . No locally compact llausdorff spoce is both countable and 

perfecL 
Proof. Lel X be a locally compacl Hausdorff space. Suppose lhal X is 

both countable and perfect. Let p E X . Then {p} is not open, since pis a 
limit poinl of X \ {p). Hence X \ {p) is nol closed and {p}º = 0. Thus X is a 
counta.ble union oí nowhere dense sets. This contradicts t he Baire Catcgory 
1'heorem. • 

Let Xn = {O, I} with the discrete topology íor each n E IN. The Cantor 

Se t i.s the space íl Xn. 
n El'I 

Let K = (x E [O, I]: x = f: a ,, (!)'' : a,, = O or a ,, = 2} with the relativo 
n = l 

topology of [O, !]. 
12.2 Theore m . The space ]( is homeomorphic t.o t.he Cantor set. 

Proo/. ow the Cantor set is X = íl X,11 where Xn = {O, I} discrcte. 
n El'I 

De6ne ~: )( -+ [O, oo) by ef>(x) = f; 2x;U)', where ~. (x) = x; for each i E JN. 
i= I 

Note lhat K = </J(X). Sincc X is compact and K is Hausdorff, we need only 
show lhat tP is continuous and injective. lt is clear that cP is inject ive, so we 
show thal 4' is continuous. 

00 

Let x E 1,6- 1 (a , oo). T hen a < E 2:z:, ( l) ' = l/;(z). Therc exists n E IN such 
i= l 

that a < f: 2x, (!)'. Let W = (x.J x {x2) x · · · x {x,, ) x fl X;. T hen 
i= l J = n+ I 

x e W , and W is open in X . We cla im t bat iv ~ q,-1(01 oo). Lct t E W . Then 

q,(1> = ¿: 2i,(!J' = f: 2t,W' + L: 2i,(ff = ¿: 2x, (! l' + f: 2i, m ' > 
1.: I i= l i= ri+ l •= I i= n + I 

a, and h nce ef>(t) E (a ,oc), and W ~ q,- ' (a, ). 
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Let X E ~- 1 ¡0 , b). Then f m' = ~(x) < b. Let o < ' sucb that ~(x) < 
i= l 

00 • 

€ < b. Then there exists m E JN such that ¿: 2{!)' < b - E. Let. W = 
i= m 

{xi} x · · · x {xm- d X fl X¡. Then x E W and W is open in X. We claim 
i= m 

m - 1 . oo . 
that W \;; ~- 1 ¡0 , b). Let t E W. Tben ~(t) = L 2x;(ff + L 2t;(!)' < 

i = l i = m 

• + (b - •) = b, and hence ~(t) E IO,b) , and W \;; ~- 1 ¡0 , b) . We have that 
q,- 1(a,oo) and q,- 1[0,b) are both open, and hence q, is continuous. • 

12.3 Theorem. The set K is nowhere dense in [01 lJ . 
Proof. Let a, b E K with a < b. We show that there exists r E ¡o, 1] such 

that a < r < b and r ~ I<. Let a = fa;(!)' and b = f b;(!)' , where 
i= l i= l 

a¡1 b¡ = Oor2. 

Note tba t f:m' = Hl - (!)"], fm' = ~ . and f (!)' = WJ". 
i= I i= l i= n + l 

Let. n be t he least positive integer such t. hat a 11 = O and bn == 2 (n exists, 
since a < b) and a¡ = b¡ for i < n. 

n - 1 . n - 1 . 

Le< r = Lb;(!)' + ~(!)". Then a = La;(!)' + 
i = I i= l 

"f:' b,O)' + (!) " < r, and b = "f:' b;(!)' + 2(!)" + f b;(!)' > r. 
i= I i= l i= n + l 

00 . 

To show t.hat r r/:. K , we show that r = L r¡(t)\ where r¡ = O or 2 is not 
i = l 

possible. 
00 . 

We first cla im that ~ = ¿ p¡(!)\ where p¡ = O or 2 is not poss ible. If 
i = l 

00 . 00 . 

P1 =O, t.hen ~ = L p¡ (k)' .'.5 L 2(!)' = !; a contradiction. If p¡ = 2, then 
i= 2 i= 2 

~ = j + E p, ( Í ) i , a nd again we ha ve a cont.radiction. 
t=2 

Suppose t hat r = bi ( Í) + · · + b,. _ , ( ! ) n - I + ~ { ! ) n = Pi ( ! ) + P2 ( ! ) 2 + · 
(n > 1). We will first show t.hat b¡ = p¡ fo r i = 1, 2, ... , n - l (by induction 
on n ), where b1 , p1 = O or 2 fo r a li j . 

\Ve firsl claim Lh at. b1 = p ¡ fo r a ll n . Suppose t.ha t. b ~ = O a nd p 1 = 2. Then 
P1W+{l) 2 + ·· · 2: S· On Lhe other ha nd, r = b,OJ +···+ b,._, (ÍJ"- 1 + 
¡ii (~l" s 2(\l' +,; .. +2or -' +mm"= 2m' + .. +2ur -· + 2(!J" _ 
2(5} = j - 2 (!) < !1 which is a cont racl ict. ion. Supposc t.ha t b1 = 2 a nd 
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Pt = O. '!:,hen b1 = 2 yields that r <: Í + {~)(íJ" and hence r > ¡. Since 

p1 :::: O, L p¡(!)' ~ J, so that we bave a cont radiction and conclude that 
•= I 

b1 :::: P1 in any case. 
n- 1 . oo 

Suppose thal L: c;{i)' + W" = L: d, (ff implies that e; = d, for 
i= l i= I 

i = 1,2, . . ,n- l ;wherec;,d; = Oor2. Assumethat f;b;{ff+(~)(!)"+l = 
i= l 

f p¡(i)' . Then, as we have observed, b1 :::: Ph and hence f: b¡(!) i + 
i= I 1= 2 

mur· = .~v·W ' We obtain Lhat í[ti' b,+1(í)' + mm"] = 

00 • 11 - l . . 

! ¿: P;+1 (í)', so that ¿: b;.;1 (!)' + m W" = ¿: Po+I (!) ' . Thus b,+l = Pi+I 
i = l i= l •=I 

for i::: 1, 2, ... , n - 1, i.e. 1 b¡ :::: p¡ for i ::: 2, ... , n . ince we alrea.dy have t hat 
b1 :::: p¡, we have established lhal b¡ = p¡ for i = 1, 2, ... 1 n . 

n - 1 . 11- t oo . 

Now r = ¿: b;(!)' + mm" = ¿: p;(ff + L:v1W'. we have that 
i= I i= I 1.=11 

mm" = f p,(!)' = f P;+,.(!)<+", so that (U(!)"= (l) f P1+ .. (ff, 
i = n i= O i = l 

~ . 
and i :::: E Pi+n ( l) ', which 1 as we first observed, is not possible. We conclude 

i=:t 
Lhat r tf, K . • 

12.4 Theore m. The Cantor set is compact totally disconnected perfect 
metric space. 

U :z: and y are points 0f a space X, t hen X is said to be separated between 
x and y provided X= AIB, where :z: E A and y E B. 

12.5 Theorem. Let X be a compact Hausdorff space1 x 1 y E X, and 
(Ha: a · E A} a tower o/ closed subsets o/ X such thot x, y E Ha and Ha is 

not seporoted between x and y for each o E A . Then íl Ha is not separated 
o EA 

bet·ween :z: and y . 
l'l.6 Tbeorem. Let X be a compact HausdorlJ spoce and let x, y E X. 

Then these are equivalent: 
(1) X i.s not separated between :z: and y ; 
{R) :t and y are connected in X ; and 
(3) There exi.st,s a compact connected subset o/ X con.t.aining both x and y . 
12.7 Theor em. Let X be a compact totally di$conneded Hausdorff space, 

p E X , and Jet U be an open neighborhood o/ p. Then there e7iists an open and 
cloJed u.t H sucli t.!1at p E H ~ U. 
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Proof. By 12.6, for each t E X\U, there exist open and closed sets A, and 
B, such that p E A, and t E B, with X = A1IB 1• Now {81 ' t E X \ Ut is an 

open cover of X \ U. Let Bt¡ 1 ••• , Btn be a finite subcover, and Jet H = () AtJ. 
j = l 

Then H is open and closed 1 and p E H ~ U. • 
If (X , d) is a metric space and E is bounded subset of X, then the diam­

et er of E is defined diarn E= sup {d(x,y)' x , y E E ) . 

12.8 Theorem. Let X be a compact me trie space and { F,J a sequence 
of non-empty closed subsets of X such that Fn+l ~ Fn Jor each n E Il"1 and 

diam Fn 4 O. Then íl F11 is degenerate. 
n = l 

12.9 Lemma. Let X be a compact metric space, a an open cover o/ X and 
let O < t . Then there exists a finite refinement /3 o/ o such that diam G < E 

for each G E {J. 

12.10 Lemma. Let X be a compact totally disconnected me.trie space. 
Then there exists a sequence { a 11 } of finit e open covers of X such that each 
ª " is a collection of disjoint open and closed sets with diam eter less than f¡ , 
and O n +l is a refinement of 0 0 Jor each n E IlliJ. 

Prooj. We first show that if o is an open cover of X 1 then there exists a 
finite re6nement f3 of o consisting of disjoint open sets. If view of 12.7, for 
each p E X , there exists an open and closed set Hp sucb that p E Hp s;: A for 
so rne A E a. Now {Hp: p E X} is an open cover of X . Let HppHp, 1 ••• 1 Hp .. 

j - 1 

be a finite subcover. Let K1 = Hp 1 and K; = Hp, \ U Hp, for 2 :S j .S n . 
i= l 

T hen fJ == {K1 1 K 1 , . . 1 Kn} is the desired refinement. 

Let fJ1 be a fin ite open cover of X such that dia.m B < 1 for each B E /31 
( 12.9). Let o 1 be a finite refinement of /J1 consisting of d isjoint open and closed 
seLs. Clearly, diam A < 1 for ea.ch A E o 1 . Let fJ.i be a 6.nite open refinement 
of o 1 such that d ia m B · < ! for each B E {h. Let o 2 be a fi nite refinement 
of fJ.i consisting of disjoint open and closed sets. Again , diam A < 4 for each 
A E o-2 , and o 2 is a refinement of cr1. Cont inuing recursively, we obtain the 
desired sequence { 0-11 }. • 

12. 11 Lemma. Lct X be a compact tota l/y disconnected perf ect Hausdorff 
spacc, U a non· empty open and closed subset o/ X , and /et n E IN . Th en U 
1s a union o/ n dtsjaint non· empty open and closed sets. 

Prooj. We can assum that 2 :S n. inc X is perfect, U contai ns at Jeast n 
distmc1 pomLS :z: 11 z2, . .. ,x11 • I n view of 12.7 and the fact Lhat X is Hausdorff, 
there exast di.sjoinl open and closed sets M1o M2 , ... , Mn - 1 wiLh x1 E M1 ~ U 
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n - 1 n - 1 

íor j = 1, 2, ... , n - 1 and X 11 ~ U M;. Let M11 =U\ U A1;. Then Xn E M ,1 
j c l 1=1 

and Mn is open nnd closed , so that U == Ü At1 is the desired un ion. • 
1= 1 

12.12 C baract er izatio n of the Cantor Set . Each compact totally dis­
connected perfect metric space is homeomorphic lo the Cantor set. 
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Prooj. Let {on} be a scquence of open covers of X such thal each a n is a 
collection of d isjoint open and losed sets with diameter 1 s t han !i a nd On+ I 

is a refincment of O'n for cach n E Il'l ( 12. 10). Let m1 be a sufficiently large 
posith·e integer so that o 1 consists of 21111 disjoint non-e mpty open and closed 
sets {U(z1,:z:2 1 ••• 1 Xm 1 ) : x; = O or 1} (12. 11). Let m1 < m2 be a sufficiently 
large positive integcr so t hat 2 < m 2 and 02 consisLS consists of 21112 d isjoint 
non-empty open and closed sets {U{x1,x21 ..• 1 :tm1 ,Zm1+1 1 ... 1 xm2 ): x; = 
Qor 1} labcled so thnt U(x 11 ••• 1 x1112 ) C U(x11 ••• 1 xm1 ). Continuing recur­
sively, "-1! obtain an incrcnsing sequence { mn} of positive intcgers so t hat 
n < m11 and ª" consists oí 2m., disjoint non-empty open a nd closcd sets 
{U(z1 ,z2,. ', Xm.,): X)= o or 1} with U(x¡, ... ,Zm .. +1) e U(x1i.'' 1 Xm ..) . 

Define 4>: íl {0, 1)., -> X by <i>(x,,x,, ... ) = íl U(x, ,x,, ... ,x.,.,,), 
n El'I n El'I 

where (z11 x21 . .. , Xm..) is the firsL mn lerms of ( x1 , x2, .. . ). Now <J>(x¡ 1 x21 .. . ) 

is a point in X (12.8). 1b see that q'> is continuous, Jet V be an op 11 subset of 
X such that. q'>(x1,x,, ... ) E V. Now {U(x1,z,, ... , xm.,)} is n tower of com-
pact seLS whose intersect ion is q'>{x11 :t2, ... ), so tbat U{x1 1 x2 , ... 1 x111~ ) ~ V 

for sorne k E IN. Thus <!>({xi} x ···X {x.,., } x (O, 1) X···)~ U(x1, ... ,xk) ~ V, 
so that <I' is continuous. 

To see that q'> is inject ive, !et (x11 x2 1 •• • ) and (?11.Yla · .. ) be d ist incl points 

of n {O, l}n· Then X 11 #= Yn for some n E IN'. T hus since n < mu, 
nEtl 

U{x 11 ••• , :z:mJ a nd U(y1, ... , ymJ are disjoint, q'>(x1,x2, .. . ) E U(x 1i ... 1 Xm,.) 
and ~~1.112, ... ) E U(y,, ... ,y.,.), so that <l>(x,,x,, ... ) "! 4>(y, ,y,,. .. }, and 
q'> is iru«live. 

To see tbat q'> is surjectivc, !et p E X . Then p is in some member of 0 11 

for each n E i'l , and hence in íl U(x1 1 x2 1 ••• 1 :r.m,.) for some (x1, x2 1 ••• ) E 
nEfi 

íl {O, 1)0 , so that 4>(x1,x,, ... ) = p. 
nt tl 

mee Q is a continuous bijcction from a compact space onto a Hausdorff 
space, ~is a homeomorphism. • 

12 13 T heorem . Each compact totally duconncctcd metric space is home­
omorpl11c to o .subspace o/ the Cantor .set. 
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12.14 Theorem. Each compact metric space is a continuous image of the 
Cantor set. 

Proof. Let X be a compact metric space and leL {Un : n E IN} be a 
countable base for the topology of X. For each n E 1N define Fn: {O, l} ~ 2X 
by Fn(O) =Un and Fn(l) = X\Un. Let a: denote the Cantor set and Jet 

H = {(p1 ,P2 , ... ) E CI:: íl Fn(pn) ¡ó 0). 
nElN 

To see tbat H ~ 0, let x E X, and select m1 < m2 < such that 
x E Um, and x E X\Um far m ¡ó m¡. Let p = (p;) E a: sucb that p¡ = O if 
i = mk for sorne k, and Pi = 1 otherwise. Then x E Fn(pn) for each n E Il'l , 
and hence íl Fn(pn) ¡ó 0, so that p E H and H ¡ó 0. 

nE"1 

We next claim that H is a closed subset of a:. Let q E <I:\,H, with q = (q¡) . 
Then íl F0 (qn ) = 0 . Now each Fn(q,.) is compact and hence {F11 (qn) : n E 

n Efll 
l.N} <loes not have the fini te intersection property. Thus t here exists m E IN 

such that n F,1 (q0 ) = 0 . Note that q is in the open set {q ¡} X ··X {q111 } X 
11= 1 

{O, 1} x and t his set <l oes not meet H. l t fo llows that <J:\11 is open, H is 
closed, and hence /-/ is a compact totally disconnected met ric space. 

Next we claim t hat if íl P71 (pri) f:. 0 1 t hen it is degenerate¡ far p = (p,. ) E 
n e JN 

O:. Lel x E íl F11 (p11 ). Now there exists a sequence U11J of bas ic open sets 
nEIN 

conlaining X such t hat d ia m vflJ < } a nd V nJ+ I ~ Un} far each j. Tlms 

Pn, = o íor each j E IN , and n P11CPn) ~ n Vn}· Since d iam VnJ -+ O, 
n ,;: JN n E N 

íl Un} is degenerate and hence n Fn (pn) is degenerate. 
J Efll n EIN 

OW define 4': H -> X by </J(p) = n F,, (p,, ), where p = (p,,). The 
nEf'I 

argumenl t hat H 'f:. 0 shows t hat <P is surjeclive. 

We claim t.hat cP is cont inuous. Lel p = (p11 ) E H and \V and open subset 
of X sucb lhat tf>(p) E W . In view of 4.14, t here exisls m E IN such that 

4'(p ) E n F,, {pn) \; W . Let V = {pi} x · · · x {Pm } x {0, 1} x · · · . T hen p E V 
n .= 1 

a nd c?(V) ~ ñ F11 (p11 ) i;;; W . It fo llows t hat rp is continuous. 
n = l 

mee H is a compact totall y d isconnected metr ic spa.ce, H x a: is homo-

mor-phic to O: ( 12.12). Then H x a: .!.!+ H -!.+ X is the desired surjection . 

• 
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13 QUASICOMPONENTS 

lí X is a space and p E X 1 then the intersection of ali open and closed subsets 
ar X conLaining p is called Lhe quasicompontent oí X contn.ining p and is 
deuoled Q •. 

13.l Theorem. 1/Q is a quasicomponent o/ a spoce X and A is a compact 
aubaet o/ X auch that Q n A = 0, then there exast.t on open an.d closed subset 
N o/ X such that Q <;; N <;; X \ A. 

Proof. Let Q = Q, for p E X, and lel K. be lhe collection of ali open and 
closed subsets of X containing p. T hen Q = íl{K : K E K.). 

Suppose tbat /( n A i 0 for each K E K.. ince K. is closed under 
finite interscctions, Lhe colleclion { K n A : K E it} is a collection of closed 
subsets of the compact space A wil h the fini te intersection prop rly, and hence 
íl (K n A} i 0 and íl J( n A = Q n A i 0 . Thus K <;; X \ A for sorne 

K EK: K EK. 
K e K. and Q e K . • 

13.2 L mma. Let X be a locally compact HausdorjJ space and A ancl B 
dia1omt compact subsets o/ X . Then there exast dts¡omt open sets U and V 
such that A ~ U, B ~ V, U is compact, V is compact, and Un V = 0. 

Recall that if X is a space and U <;; X , then /JU = V n X\U is the 
bounda.ry o f U in X . 

13.3 Theore m . Let X be a focally compact Hausdorff space and Q a 
compoct quMicomponent o/ X. Then Q i$ a component. 

Proof. Let Q be the quasicomponent of p E X . We first show t hat Q is 
connecled. uppose that Q = AIB wit h p E A. ince Q is compact and A 
and 8 are closed in Q, A and B are d isjoint compact subsets of X . Using 
13.2, lhere exist open sets U a nd V in X such lhat A ~ U, B i;_ V , Ü and 
V are oompacl, a nd V n V = 0 . Lel W = U U V . Then Q <;; W and 8W 
is compacL. By 13.1, t here exists an open and closed set N in X such t hat 
Q <; ' <; X\8W. Thus N n U is an open and closed sei containing p. Since 
N n Un B = 0, we have thai B = 0, and hence Q is connected. 

Lel Cp denoted the component of p. Then, since Q is a connected set 
comaming P1 we hnve Q i;. e,,. Suppose Cp\Q 1- 0 , and let X C11\ Q. Since 
{..t'} lS compact, there exists an open and closed set A1 such that Q ~ M ~ 
X\ (z} (13. I}. We see t hat M n Cv is n proper open and closed subse< of C1,, 

and this contradicts that Cp is connected. We conclude t hat Cp \Q = 0 1 and 

Q =~ • 
13.il Boundary Bumping Theore m . út X be a local/y com7Jact con­

neclcd Hausdor.IJ space, U a proper open subset o/ X such that Ü is compact, 
and /et C be a component o/ U. Then (:' n /JU i 0 . 
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Proof Suppose that C n {)U = 0. 
Suppose that Cn(X\U) i 0, and letp E Cn(X\U). Tbenp E Cn(X\U) 

and hence p !/e U, since {)U = (X\U) n u. But e !::: u implies that e !::: U, 
and p E U. This contradiction yields that C n (X\U) = 0 and it follows tbat 
C!:;U. 

Since C is a component of U, C is closed in U, and bence C = C, since 
(} ~ U. Also C = C ~ rJ and fJ is compact, so that C is compact, and hence 
C is closed in X. 

Now since fJ is compact, 8U is compact. Since X is regular, C is closed 
and C n 8U = 0, there exist open sets G and V su ch that C ~ G, 8U ~ V, 
and GnV = 0. 

Let W = G n U. Then W is open, C !:;; W , W n V = 0, {)U !:;; V, and V 
is open. Since W ~ U, we have W ~U, and hence W is compact. 

Let p E C, and Jet Qp be the quasicomponent of p in W. Since W is 
compact and Qp is an intersection of closed (and open) subsets ofW, we have 
that Qp is compact. Note that C ~ W ~ U and C is a component of W, since 
W !:;; U= U U {)U and W n {)U= 0, we have W !:;; U. Tbus Qp = C (13.3). 

Since 8W is compact, there exists M which is open and closed in W such 
that C !:;; M !:;; W\8W = W (13.1). Since W is compact, we have that Mis 
compact, and hence Mis closed in X. Since Mis open in W, there exists H 
open in X such that M = WnH. Since M ~ W , M = WnH and hence M 
is open in X. We now have that M is open and closed in X¡ and since M ~ U 
and U is a proper subset of X 1 M is a proper subset of X. This contradicts 
that X is connected. • 

13.5 Theorem. No locally compact connected Hausdorff space is the count­
able union of pairwise disjoint compact sets. 

Proof Let X be a locally compact connected Hausdorff space and assume 
thatX= U An 1 whereeachAniscompactandA;nA¡=0ifi-:f:.j. 

nEl'I 

Let U1 be an open $et such that A1 ~ U1 and V l is compact. Let C1 be 
a componen! of U¡. Then C1 n 8U1 i 0 (13.4). Let p1 E C1 n {)U1. Then 
Pt r/. A1. We can assume that p1 E A2. Let U2 be an open set such that 
A2 ~ U2 ~ fl2 ~ X\A1 and V2 is compact. Note that p1 E 8U1 n U2, so that 
Ui nu, i' 0. 

Let C2 be a componen! of U1 n U, and Jet p2 E C2 n 8(U1 n U2). Then 
P2 íJ. A 1 U A2. We can assume that p2 E AJ. 

Let UJ be an open set such that AJ ~ UJ ~ VJ ~ X\(A 1 U A2 ) , and VJ is 
compact . Note that p2 E 8(U1 n U2) n U,, so that U¡ n U2 n U3 i 0. 

Let C, be a componen! of U, n U2 n U, and let p3 E C3 n 8(U1 n U2 n U,). 
Tbenp3 !/e A 1 uA,uA,. 
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n 

Let Hn = íl U; for each n E IN. Then {Hn: n E lN'} is a tower of compact 
i = l 

sets, and hence íl Hn f 0. Note that íl Hn = íl Un f 0. 
n EIN nEf<l n E1'1 

Let p E () Un. Then p E An for sornen E IN. But p E Vn+I <; 
nEIN 

X\(A1 U A2 U ·· · U An) <; X\An. This contradiction preves the theorem. • 

14 ARCS 

If X is a connected space and p E X 1 then p is called a c utpoint of X provided 
X\ {p) is not connected. 

14.1 Theorem. Let f; X ---+ Y be a homeomorphism of a space X onto 
a space Y and /et p E X. Then p is a cutpoint of X if and only f (p ) is a 
cutpoint o/ Y. 

14.2 Exercise. The space IR is not homeomorphic to S 1. 

If :::; is a total order on a set X 1 t hen for a< b in X: 
(a,b) = {x E X: a< x < b) 
[a,b) = {x E X: a ~ x < b) 
(a,bJ = {x E X: a < x ~ b) 
[a, bj = {x E X: a ~ x ~ b) 
14.3 Theorem. Let :::; be a total arder on a nondegenerate set X and Jet 

fJ = {(a, b): a< b in X) U {(a, supXJ : a f supX) U {[inf X,b): b f inf X). 
Then f3 is a basis Jor a unique topology on X. 

The topology generated by fJ in 14.3 is called the order topology on X 
induced by :::;. 

If $ is a total arder on a set X, t hen X is said to be arder dense if for 
each x < y in X 1 there exists z E X such that x < z < y. We say that X is 
order complete provided each nonempty subset of X has a sup and inf. 

An are ís a space X with a total order such that X has the order topology1 

X is order dense1 and X is order complete. 
A continuum is a compact connected Hausdorff space. 
14.4 Tbeorem. An are is a continuum. 
If X is an are1 then sup X and inf X are called the endpoints of X. 
If X is a space and a and b are distinct points of X, then X is said to be 

irreducibly connected b etween a a nd b if X is connected and no proper 
subset of X containing both a and b is connected. 

14.5 Lemma. Let X be a continuum which is irreducibly connected between 
a and b, and /et p E X\ {a, b} . Then X\ {p} has exactly two components Ca 
and C0. Moreouer, C, = C, U {p} and Co = Co u {p}. 
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Proof It is immediate that p is a cutpoint of X and that a and b lie in 
different components of X\{p }. In view of the Boundary Bumping T heorem, 
we see that C, n&(X\{p}) f 0. Since 8(X\{p}) = {p} , we have t hat p E C,, 
and similarly p E cb. Thus Ca u cb is a connected subset of X containing a 
and b, and hence X =Ca u Cb. Now Can Cb = 0 = Cb n C0 • 

We ciaim that C, n C, = {p). Suppose that q f p and q E C, n C,. Then 
q r¡_ Ca u Cb , so that in particular q f. a and q '# b, and hence q is a cutpoint of 
X , and X \ {q} = AIB, with C, <;;A ande, <;; B. Now C, <;;A and C, <;;B. 
Thus p E A and p E B. From p E A, we have that p ~ B, since A n B = 0, 
and similarly p ~ A. But since p f q and X\{q} = A U B, we must have 
that p E A or p E B. This cont radict ion proves that Can Cb = {p}. Thus 
C0 = Ca u {p} and Cb = Cb u {p}, and Ca and Cb are the two components of 

~w • 
14.6 Lemma. Let X be a continuum which is irreducibly connected between 

distinct points a and b. Then each p E X \ {a, b} is a cutpoint o/ X. Define 
x :$: y in X if either x = y or x lies in the component of X\ {y} containing a. 
Then ~ is a total arder on X. 

The order ~ in 14.6 is called the cut p oint o rder . 
14.7 Lemma. Let X be an are, a = inf X , and b = sup X. Then X is 

irreducibly connected between a and b and the order on X is the cutpoint order. 
14.8 Lemma. Let X be a sepamble are with E a countable dense subset oj 

X such that inf X , supX rt E. Let Q denote the set of ali rational numbers in 
{0, 1). Then there exists a strictly order preserving function f: E-+ Q jrom 
E onto Q. 

Prooj. Let E = {e¡, e,, ... } and let Q = {r¡, r,,. .. }. Let A denote the set 
of ali pairs (A , 9A) such that: 

(a) A<;; E ; 
(b) <1 E A; 
(e) if en E A, then {e1, e2, ... ,en} ~A; 

{d) 9A: A -+ Q is a strictly order preserving function ; 
(e) 9A (e¡) = r¡ ; and 
(f) for 1 < m in IN and em E A, g(em) == rki where 

k = min{ i : 9A/{e1, e2 , .. em} and 9A(em) = r¡} is strictly order preserving }. 
To see t hat A f 0 , let A = {ei} and define 9A(e¡) = r 1• 

Define (A ,gA) ~ (B,go) on A provided A ~ B and 9BIA = 9A· Then ~ 
is a partiaJ order on A. 

Let A' be a maximal chain in A, and let H = U{A: (A ,gA) E A'}. 
We cla im that H = E. Suppose that E\ H f 0 and let e, E E\H. Then 

e1 rt H for s ~ t E 1N and hence H is finite. Let H = {e1, e2, .. . ,em}, with 
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•m E A for sorne (A,gA) E A'. From (e), we have that H =A. Let r; e Q 
sueh that g(em+d = r; and glH = gu 1 g: H U {em+d --+ Q is strictly order 
preserving. Then (HU {em+i},g) E A; contradicting the maximality of A'. It 
follows that E\H = 0, and H = E. 

Define/: E --+ Q so that /IA = 9A for eacb (A,gA) E A'. Then f is 
strictly order preserving and hence injeetive. That J is surjective follows from 

m • 
14.9 Theorem. A separable are is an interval, i.e., homeomorphic to 

I = [O,l]. 
Prooj. Let X be a separable are1 a = inf X , b = sup X, E a eountable 

dense subset of X with a, b ~ E , and let Q be the set of rationa.l numbers in 
(O, l ). Let f: E --+ Q be a strietly arder preserving funetion from E onto Q 
(14.8). Define g: X--+ J by g(x) = inf / ([x, b] n E) and g(b) =l. 

We claim that g is strictly order preserving. Let u < v in X , and let 
u< t < v, for t E E. Let v' E [v, b] n E. Then t < v' and /(t) < J(v') , so that 
/(t) <; g(v). Now !et t' E E such that u < t' <t. Then /(t') < f(t), so that 
g(u) < f(t) and hence g(u) < g(v). 

It follows that g: X --+ 1 is injeetive. 
We claim that g is surjective. Let q E 1 and !et p = inf ¡ - 1([q, l ] n Q). 

Then q = g(p) and henee g is surjeetive. 
To see that gis continuous, observe that g- 1(c,d) = (g- 1(c),g- 1(d)) , and 

hence g is a homeomorphism. • 
14.10 Lemma. Jf p is a cutpoint of a continuum X and X\{p} = A IB , 

then A U {p} is a continuum. 
Proof. Let X E A and !et e, be the component of X\{p} containing x . 

Then C,no(X\(p}) ,¡, 0, so that pe C,. Since AnB = 0, C, <;;A= AU{p) 
(Note t hat B is open), so that A U {p} = U Cx is connected, since p E Cx 

zEA 

and X e A. Since Bis open in X \ {p) (and hence in X). AU {p} =A is closed 
and hence compact. • 

14.11 Theorem. Each non degenerate continuum has at least two non 
cutpoints. 

Proof. Let X be a non degenerate continuum. lf X has no eutpoints1 then 
X has at lea.st two non cutpoints, since X is non degenerate. 

Suppose t hen t hat X has at least one cutpoint and let p be a cutpoint of 
X. Then X\ {p} = AIB. 

Suppose that each eutpoint of A is also a c~point of X. For x E A1 !et 
X\ {x} = PxlQ:i: with p E Pz . T hen Qx U {x} = Q:i: is a eontinuum containing 

x and not p, so that CJx ~ A. 
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Now {Q, : x E A} ispartiallyordered by inclusion. Let {Q,: x E Ao <;;A) 
be a ma.ximal chain, and Jet Q = íl Qx. Then Q is a nonempty continuum. 

xEAo 

We claim that if a E Qb. then Qo. t;;;; Qb. Let a E Qb. Then Pb is a 
connected subset of X \ {a} containing p, and hence Pb ~ Pa. Thus Q0 is a 
connected subset of X\{b} 1 and since a E Q0 n Qb , we have Q0 ~ Qb. 

We now have that Q = íl Q, = íl Q,. Let r E Q. Then, for x E Ao, 
xE Ao xEAo 

r E Qx, Qr ~ Q·za and hence Qr C Qx for ali x E Ao¡ contradicting the 
maximality of the chain. It follows that A contains a non cutpoint of X, and 
simila rly so <loes B. • 

14 .12 Theore m . Let X be a continuum. These are equivalent: 
{a) X has exac tly two n on cutpoints a and b; 
(b} X is irreducibly connected between a and b; and 
(e) X is an are with endpoints a and b. 
Proof. (e) implies (b) follows from 14.7. 
(b) implies (a). Suppose that X is irreducibly connected between a and b. 

Let p E X \ {a , b). T hen a, b E X \ {p) e X and hence X \ {p) is not connected. 
It follows that pis a cut point of X . Then X \ {a} = AIB, b E B , Bis open in 
X\ {a) (which is open) and hence Bis open. Also A n B = 0 = A n B. Let 
C be the component of B containing b. Then C s; Ii, and hence C n A = 0. 
Also by the Boundary Bumping Theorem, C n 8B i' 0 . Let p E C n 88. 
Then p íJ. A since p E C and p rl. B, since p E 8B and Bis open. Thus p =a, 
so that C is a connected subset of X containing a and b, and C = X. Since 
C n A = 0 , we have A = 0, and X \ {a) is connected. Similarly, X \ {b) is 
connected. 

(a) implies (b) is immediate. 
(b) implies (e). Suppose that X is irreducibly connected between a and 

b. Let 5 be the total order on X defined in 14.6. We need to show that: 
(1) X is 5 dense¡ 
(2) X is $ complete; and 
(3) X has the $ topology. 

We fi rst show (3): X has the $ topology. 
Let r be the given topology on X and let 5 r be the topology on X inducted 

by 5 . Let j : (X , r ) _, (X , 5 r) be the identity map. Observe that 5r is a 
Hausdorff topology on X , and that j is bijective. We need only show that j 
is cont inuous. In view of 14.5, for p E X\ {a, b} , we have that Ca= (a,pJ 1 

where Ca is the component of X\ {b} conta ining a. Thus {a , pJ is r-closed, so 
that (p,b] is T-open. Likewise, [a , p) is r-open, so that for q < p , we have that 
(q,p) = ja ,p) n (q,b] is r -open, and j is continuous. 
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To prove (1): X is ~ dense, !et x <y in X. If {z E X.: x < z <y) = 0 , 
then X = [a, y) U(x, b] is a separation of X ; contradicting that X is connected. 
Thus X is $ dense. 

To complete the proof of 14.10, we prove (2): X is $ complete. 
First we show that if K is a connected subset oí X , u E K , v E K , then 

[u, v} ~ K . Suppose to the contrary that t here exists t E fu , v] which is not in 
K. T hen u < t < v , so that u is in the component T of X \ {t} containing a. 
Since K is a connected subset of X\{t} containing u , we have that K ~T. 
Thus v E T and v < t ¡ contradict ing t <v. We conclude that [u ,v] ~ K. 

Let A be an open subset of X. We will show that inf A exists in X. If 
a E A, then a = inf A, so we assume that a f1. A. Let C be the component 
of a in X\A, and !et p E C n 8(X\ A) = C n 8A. Now C <;; X \ A, so that 
e t;" X \ A, since X \ A is closed. Since a, p E C, by the preceding argument, 
we have [a,p) <;; e<;; X\A, and hence p s X for ali X E A. Now !et t E X 
with p < t. Then p E [a, t) and since p E 8A <;; A (p ~ A) , [a, t) is an open set 
containing p and hence [a, t) n A # 0. lt follows that x E [a, t) for sorne x E A, 
i.e., x < t and t is not a lower bound for A. We conclude that p = inf A 1 i.e., 
if A is open , then inf A exists. 

Let T ~ X. We will show that supT exists. Now if b E T , then b = supT, 
so we assume that b ~T. Let B = {x E X : t < x for a li t E T). Now if B is 
not open, then there exists x E B such that (e1 b] n T f; 0 for ali e such that 
e < x , so t hat x = sup T. Assume t hen that B is open. Then inf B = e exists 
from the paragraph above, and e = sup T. 

If T i;. X , to see that inf T exists, again we can assume that a fÍ_ T, and 
!et D = {x E X: x < t for ali t E T}. Then infT = sup D. • 

Let (A, ~A) and (B, ~D) be tota lly ordered sets. Define (a, b) ~ (e, d) on 
A x B if either (a, b) = (c, d)¡ or a <A e; ora= e and b <B d. Then S: is a 
total order on A x B called the lexicographic orde r . 

14.13 Exercise . Let X= I x I with t he topology induced by the lexic(}­
graphic order on X. Then X is an are which is not an interval. 

Let -< be a well ordering of IR \ JN, !et r ~ IR and !et IR = IR U { r) and 
extend -< to iR. by defining: 

(a ) l -< 2 -< 3 -< · 
(b ) n-< x when n E lN and x E IR\ JN ; and 
(e) x -< r for each x E lR. 

Note tha t -< is a well ordering of IR. For each a E IR, !et L(a) = {x E ffi. : x-< 
a) . ote t ha t L(r) is uncountable. Let l1 = inf {x E IR: L(x) is uncountable 
}, w = inf {x E L(l1): lN <;; L(x )) , and Jet 8 = L(!l) U {!1}. 

14.14 Exercise. 
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(a) e is uncountable¡ 
(b) L(x) is countable for each x E L(!l); 
(e) w = inf {x E 6: L(x) is infinite }; and 
(d) L(w) =IN. 
Define 5 on e by X :$ y if either X = y or X -< y , and observe that :$ is a 

total arder on 9. Give e the topology induced by :$. 
14. 15 Theorem. The space 8 is a compact Hausdorff space and is not 

first countable at n. 
14.16 Tbeorem. The space L(f2) is a countably compact normal subspace 

o/6. 
Proof That L(íl) is countably compact is a consequence of 14.15. 
To see that L(!l) is normal, !et A and B be disjoint closed subsets of L(!l). 

For each x E L(!l), define x + = inf{y E L(!l): x < y). Now for each a E A, 
!et x 0 , Po E L(!l) such that a E (x0 ,p0 ) <;; X \ B . Then x 0 < a < a+ :'O p0 , so 
that a E (x0 , a+) <;; (x0 ,p0 ) <;; X\B. Let U = U (x0 , a+). Then U is open 

• EA 
and A <;; U. Also: for each b E B, !et Yb E L(!l) such that b E (yo, b+) <;; X \ A. 

Let. V = U (Yb, b+) . Then V is open and B <;;;; V. It ramains to show that U 
bEB 

and V are disjoint . 
Suppose that Un V i' 0 and !et z E U n V. Then z E (x0 , a+) n (y., y+) 

for sorne a E A and b E B . We can assume that a < b. Now Xa < z < a+, so 
that x0 < z :$ a and likewise Yb < z :$ b. We have that Yb < z :$ a < b, so that 
a E (y0, b) <;; (y0, b+); contradicting that (y0,b+) e;; X \ A. Thus U n V = 0 . 

• 
The space (L(íl ) x [O, ! )) U {(!l,O)} with the topology induced by the 

lexicograpbic arder is ca lled the long line. 
14.17 Exercise. T he long line is an are. 
T he space [6 x (IN U (w})]\{(!l ,w)} with the relative product topology on 

6 X (IN U (w}) is called lhe Tychonoff plank. 
14. 18 Theorem. The space 8 x (lN U {w}) is a compact Hausdorff space. 
14. 19 Theo re m . The Tychonoff plank is a locally compact Hausdorff space 

which is not normal. 
Proof. Let X = [6 x (IN U w))\( íl ,w) be the Tychonoff pla nk . Then, 

since X is open in e x (IN u w) , X is loca lly compact and Hausdorff. Let 
A = {!1) x IN and !et B = (6\ {!1}) x {w) . Then A and B are disjoint closed 
subsets of X. 

Suppose that U and V are disjoint open subsets of X with A i; U and 
Be;; V. For each a E IN, lel ¡¡ = inf{ z E 9, [z, íl) X (a} e;; U) and !et 
p = supaeA a. Now, since A is countable, {a : a E A} is countable , and hence 
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p < n. Letp < q < n ine. Then {q} xlN ~u and hence {q) x(INU{w)) ~U. 
But (q,w) E B ~ V. • 

15 PEANO SPACES 

If a and b are points of a set S 1 then a simple chaio from a to b is a finite 
collection of sets {H;: j = 11 2, ... ,n} of subsets of S such that a E H1, 
b E H,., and H; n H; f 0 if and only if li - i l :". l. 

15.1 Theorem. A space X is connected if and only if for each a and b in 
X and each open cover U of X, there exists a finite subcollection of U which 
is a simple chain from a lo b. 

Proof. Suppose that the condition holds and X is not connected. Then 
X = A U B 1 where A and B are disjoint nonempty open subsets of X. Let 
a E A and b E B. Then {A, B} is an open cover of X which contains no simple 
chain from a to b. 

Suppose t hat X is connected and let a E X. Let U be an open cover of 
X and let K = {x E X: there is a fini te subcollection of U which is a simple 
chain from a to x}. We claim that K is both open and closed. 

Let p E K 1 and !et H1, H2, ... 1 Hn be a simple chain in U from a to p. Far 
x E H11 \ H 11 _ ¡ 1 we have that Hl, H2 1 ••• , H 11 is a simple chain in U from a to 
Xi for x E H 11 n Hn- li we have that Hti H2 , ... Jln - 1 is a simple chain in U 
from a to x and hence x E K. T hus H 11 ~ K and K is open. 

Let p E X\I< and !et U E U such that p E U. Suppose t hat U n K f 0, 
and let q E U n K. Let H 1, ... , Hm be a simple chain in U from a to q, and 
!et k = min{i: H¡ n U #:- 0}. Then H1, H2 1 •• • , Hk , U is a simple chain in U 
from a top; contradicting t hat p 'le K. Thus Un I< = 0 and p E U ~ X \ K , 
X\K is open, and K is closed. Since X is connected, we have X = K 1 since 
K f~ • 

Let E be a subset of a metric space (X1 d), a, b E E, and let f > O. An 
f·chain frorn a to b in E is a finite set {x1 1 x2, ... 1 Xn} of points of E such 
that a = .:z:1, b = x111 and d(x; 1 x;+i) < f for j = 11 2, ... , n - 1. 

A subset E of a metric space (X1 d) is said to be well-chained if far each 
a 1 b E E and each f > O, there exists an f· chain from a to b in E. 

15.2 Theorem. Each connected subset o/ a metric space is well·chained. 
lf X is a rnetrizable space, then a metric d on X is called an M·metric 

provided the topology on X is deterrnined by d and Nr(x) is connected far 
each x E X and each r > O. 

15.3 Theorem. Let X be a metrizable space. Then X admits an M ·metric 
if and only i/ X is connected and locally connected. 
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Proof Suppose that X admits an M ·metric p. Then for each p E X and 
each E > O, Nt(P) is connected and hence X is locally connected. Tu see that 
X is connected, let x and y be distinct points of X, and let r = 2 p( x, y). Then 
Nr(x) is a connected set containing both x and y. . 

Suppose that (X, d) is a connected and locally connected metric space and 
Jet U = {U: U ~ X and U is open and connected }. Then U is a basis for a 
topology on X (5.19). Far a, b E X, define p(a , b) = inf{diam U: U E U, a, b E 
U}. Then p is the desired M·metric on X. • 

Recall that l = [O, i) with the usual topology. 
A Hausdorff space X is called a Peana space if there exists a continuous 

surjection f: I ---¡. X. 
15.4 Theorem. Each Peano space is compact connected locally connected 

and metrizable. 
A space X is said to be arcwise connected if for each pair a, b of distinct 

points of X, there exists an embedding g: I -+ X such that g(O) = a and 
g(I ) = b. 

If A::;; {A11 . . . , An} and B ::;; {B1 , . . . ,B 11 } are simple chains in a space 
X , then B s imply refines A provided: 

(1) Each B ¡ is contained in sorne Ar; and 
(2) lf B; U B, <;; A, for i < k, then B; <;; A,, for ali i < j < k where 

Jr' - rJ ~ l. 
15.5 Lemma. Let X be a space, p, q E X, and A = {A1 , ... 1 An} a simple 

chain o/ connected open sets from p to q in X. Let C be a fa mily o/ open 
sets such that each member o/ A is a un ion o/ members of C. Then there is a 
simple chain o/ members o/ C /rom p to q which simply refines A. 

15.6 Theorem. Each locally compact connected locally connected metric 
space is arcwúe connected. 

Proof. Let X be a locally compact connected locally connected metr ic 
space and Jet p and q be distinct points of X. Let X be given an M-metric 
(15.3). 

Let C1 be a simple chain from p to q such that each link of C1 is open , 
connected, has compact closure, and has diameter less t han l. 

Let Cn+ 1 be a simple chain from p to q such that each link is open, con­
nected, has compac t closure, has diameter less than 11! 1 1 and such that Cn+I 
simply refines C11 • 

Por each n E W1 Jet A,1 = U(L : L E C11 } . Then Anisa compact connected 
subse t of X contain ing p and q for each n E IN. Also note that {An: n E IN} 
is a tower. Let A = () An. Then A is a subcontinuum of X contain ing p 

n EIN 
and q. 
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Let :r E A\{p,q}. We claim that x is a cutpoint of A. For each n E lN, let 
Pn = LJ{ L: L E Cn and L precedes the one or two links of Cn containing x} 
and let Fn = LJ{ L: L E Cn and L follows the one or two links of Cn containing 
x) . Let P = U P,. and F = UF,.. Then P and F are open, PnA # 0 , 

nE~ nEIN 
FnA # 0, and A\{x) = (PnA)l(FnA), so that x is a cutpoint of A. Thus 
p and q are the only non cutpoints of A {14.12), and hence A is an are with 
endpoints p and q {14.10). Since A is compact and metric, A is separable and 
hence an interval {14.9). • 

15. 7 Theorem. Each Pean o space is arcwise connected. 
If (X 1 d) is a metric space and U is an open cover of X , then ó > O is called 

a Lebesque number for U if for each E i;- X with diam E < ó, there exists 
U E U such that E ~ U. 

15.8 Theorem. Each open cover o/ a compact metric space has a Lebesgue 
number. 

Proof. Let X be a compacl metric space and Jet U be an open cover of X. 
Suppose that U does not have a Lebesgue number. Then for each n E IN, 

there exists An i;- X such that diam An < ~ and A11 is not contained in any 

member of U. Let Pn E An for each n E IN. Then Pn .Ít p for sorne p E X. Let 
U E U such that p E U, and let ,. > O such that N,(p) ~ U. Let k E lN such 
that t < ~ and P> E N¡(p). Let y E A" Then d(p,y) :S d(p,p,) + d(p.,y) < 
~ + l = r 1 so that Ak i;- Nr(P) i;- U; which is a contradiction. • 

15.9 Lemma. Let (X, d) be a compact locally connected metric space and 
let (>O. Then there exists ó >O such that ifx,y E X and d(x,y) < ó, then 
{x,y} is contained in an open connected set o/ diameter less than e:. 

Proof. For each p E X let Up be an open connected set containing p with 
diamUp < E (since X is locally connected). Then U= {Up: p E X} is an open 
cover of X. Let c5 > O be a Lebesgue number for U. Then for x 1 y E X with 
d(x, y) < ó, we have diam{x,y) < ó so that {x,y) ~U, for sorne p. • 

15.10 Lemma. Let (X, d) be a compact connected locally connected metric 
space and let E > O. Then there exists c5 > O such that if p, q E X and 
O < d(p, q) < ó, then there exists and embedding g: l -t X such that g(O) = p, 
g( l ) = q, and diam g(l) < <. 

Proof. Let c5 > O be as in 15.9, and Jet U be an open connected set of 
diameter less than e: containing p and q, where O < d(p 1 q) < ó. Then U 
is locally compact, connected1 locally connected and metric, and hence U is 
arcwise connected (15.6). • 

15.11 T he Hahn-Mazurkiewicz T heorem. A space X is a Peano space 
if and only if X is compact connected locally connected and metrizable. 
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Proof. If X is a Peano space, then X has tbese properties (15.4). 
Suppose that (X, d) is a compact connected locally connected metric space. 

Let {En} be a decreasing sequence of positive real numbers such that En 4 O 
and if p ,q E X and O < d(p,q) < fn, then there exists an embedding h: I ~X 
such that h(O) = p, h(l) = q, and diam h(J) < * (15.10) . 

Let K e 1 denote the Cantor set and let f : K -4- X be a continuous 
surjection (12.14). We claim that f can be extended to a continuous function 
9 , f -+ X . 

Since f : K ~ X is uniformly continuous (6.30), there is a decreasing 
sequence {ón } of positive real numbers converging to O such that if s , t E K 
and Is - t i< Ón , t hen d(f(s), J(t) ) < <n. 

Let { Pi = (aj 1 bj) : j E IN denote the collection of open interval components 
of l \ K , and Jet o ; = bi - a; for each j E IN. 

Let Ao = {Pr 61 '.'O<>;} and for n E IN, !et A n = {P;' Ón+l s; <>; < Ón) · 
Note that Ao and each An is at most finite. 

Por each Pi E Ao, define 9i: P; = fa; , b;] --+ X so that g; (P ;) is an are 
from /(a;) to J(b; ) if / (a;) >f j (b; ) (15.6), and 9(P;) = f (a;) if f(a;) = f (b;). 

For each P; E A,, (n E IN), note that d(f (a;) , f (b;)) < <n- Define 9; ' P; -+ 
X so that 9; (P, ) is ':" are from f (a;) to f (b;) with diam 9;(P;) < f. if 
f(a;) >f J (b; ), and 9;(P;) = f(a; ) if / (a;) = J(b; ). 

Now define 9 ' l -+ X so that 9JP; = 9; and 9IK = f. Note that if 
X E P; n K , then 9;(x) = f(x ), so that 9 is well-defined. 

Since g¡K = f , and f is surjeclive, it follows that g is surjective. It remains 
to show that g is continuous. 

To see that g is continuous let p E l. We show that g is continuous at p. 

lf p E P; fo r sorne j , then g/P; = 9j and P; is open, it is clear that g is 
continuous at p. 

Suppose that p E K and consider two cases: 
Case l. p rtP; fo r all j E IN. 
Let , > O and co~sider the open set N,(9(p) ) in X . Let n E IN such 

that f n < i and ti < ~- Let U be an open interval contai ning p such that 
diam U < ~ and such that if diam P; ~ Ón , then P; n U = 0. We claim 
that 9(U) ~ N,(9(p)). Let t E U. If t E K , then lt - PI < 6,., so that 
d(f( t ), f (p)) < <n <' and thus, since in t his case J(t ) = 9(t) and J(p) = 9(p), 
d(9(t ),9(p)) < , and 9(t ) E N,(g(p)). On the other hand , if t E l \ K , then 
t E P1 for sorne i E JN , and diam g¡(/5¡) < ~- Now either a¡ or b¡ is in U. We 
can assume that b; E U. Now IP - b;I < 6,, , so that d(f (p) , f (b¡) ) < ' " ' i.e., 
d(g(p),9(b,)) < ,,, < ~ and d(9(b; ), g(t )) s; f. <! • and hence d(9(p),9(t) ) < <, 

so t hat 9(t ) E N,(9 (p)). Thus 9(U ) ~ N,(g(p)). 
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Case 2. p E P¡ far sorne j E IN. Then either p =a¡ or p = b¡. We can 
assume that p = b;. Let V= (s,b; J be open in P; so that g(V;) <;; N,(g(p)) 
and let n E IN such that fn < ~ and ~ < ~, and Jet U be an open interval 
containing p sucb that diam U < ~ and such that diam P; ~ Ón implies 
P; n U = 0 if i ~ j . Let W =(Un V) U ([b; , !} n U) and proceed as in Case 
l. • 

16 LIMIT SPACES 

A projective system (X0 , ¡g,D) is adirected set D with acollection {Xo.: a E 
D} of Hausdorff spaces1 and continuous functions ¡g: XfJ --+ Xo. such that if 

a :5 f3 :51 in D 1 then /J = ¡g o JJ, and ¡g = l x 0 for each a E D. Each X0 

is called a factor space and each ¡g is called a bonding map. 

Let (X 0 ,¡g, D) be a projective sysem ofspaces and !et P = íl X 0 • For 
o ED 

et :S fi in D, Jet Sg = {x E P: ¡g º " p(x) = "•(x)), where 1Tp: P-> X p is 
projeclion. Let Sp = íl{Sg: o :S ¡3) for each {!E D, and Jet X = íl{Sp: {!E 
O}. The space X with the relative topology of P is called the projective 
limit of the system (X0 ,/g1 D) and is denoted l~X0 . 

16.l Tbeorem. If (X0 ,¡g ,D) is a projective system of spaces, then l~X0 
is a closed subspace of f1 X0 . 

oED 

16.2 Tbeorem. The projective limit of nonempty compact spaces is nonempty 
and compact. 

16.3 Theorem. The projective limit of compact connected spaces is com· 
pact and connected. 

16.4 Theorem. Let {(X0 , r 0 ): o E A} be a /ami/y o/ disjoint spaces, /et 

X = U X 0 , and /et r = {U : U <;; X and Un X 0 E r 0 Jor each o E A} . 
o EA 

T hen (X , r) is a space. 
The space (X, r) in 16.4 is called the topological sum of the spaces 

{(X0 , r0 ): o E A} and is denoted X = ¿: X 0 . 

aEA 

16.5 Theorem. Let {X0 : o E A} be a family of disjoint spaces and let 

X = E X0 . !//:X~ Y is a function from X into a space Y , the f is 
• EA 

continuou.s if and only if JIX0 is continuous for each o E A. Moreover, each 
inclusion j 0 : Xa--+ X is an open and closed embedding of X 0 into X. 
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16.6 Tbeorem. The sum o/ a family o/ parocompact Hausdorf! spaces is 
a paracompact Hausdorf! space. 

16. 7 Theorem. Let X be a locally compact Hausdorf! space. Then X 
is paracompact if and only if X is the sum o/ a family o/ locally compact 
a-compact Hausdorfl spaces. 

Proof. Suppose that X is the sum of a family A of locally compact a­
compact Hausdorff spaces. Then each member of A is paracompact {4.30) 1 

and hence X is paracompact {16.6). 
Suppose that X is paracompact. Since X is locally compact, there ex ists 

and open cover {U0 ; a E A} of X such that Ua is compact for each a E A. 
Let {Va: a E A} be a locally finite open refinement such that Va ~ Ua for 
each a E A. Now for each a E A, Va is compact, so that Fa = {¡9 E 
A: VanVp -F 0) is finite (or 0 in the case that Va = 0). Let R = {(x,y) E X x 
X: thereexistsVa 11 Va2 , ••• , V0 ,, with x E Val> y E Va., , and Va1 nV01+1 :f:. 0 for 
j = 1, 2, ... , n - 1} . Then R is an equiva lence relation on X. Let {X..,: f E f} 
be t he family of R-classes in X. Then each X'Y is open (and hence locally 

compaCL) and X = ¿: X'Y . It remains to show that each X'Y is a-compact . 
>E r 

ote that X 'Y is also closed, since X\X7 is open. Now choose \!'Yo ~ X1 , Jet 
Q, = U{Va: a E Fao } aud for n ::: 2, let Q .. = U{Va: Van Q .. - 1 -1 0). Note 
that Q11 is a finite union , so that Q11 is compact, X7 = LJ Q11 a nd hence X1 

n EN 
is a-compact. • 

16.8 Theore m . Let X and Y be disjoint spaces, A a closed subspace o/ 
X , / : A--+ Y a continuous fu nction1 S =X+ Y, and Jet p = {(a , b) E 
S x S: either a = b, !(a) = b, f(b) = a, or / (a) = J(b)). Then p is an 
equivalence relation on S. 

The quotient space S/ p in 16.8 is called the adjunction space obtained 
by adjoining X to Y with f. It is denoted X U Y. 

(/,A) 

16.9 Theore m . Let X and Y be disjoint spaces, A a closed subspace o/ 

X,/: A--+ Y a continuous fu nction, S =X LJ Y , and Jet tr: X+ Y -t S be 
(!,A) 

the natural quotient map. Th en: 

(1) ,,¡y: l'-; Sis a closed embedding; 

(2) lf X and Y are compact, then S is compact¡ and 

(J) 1/ X and }1 are connected, then S is connected. 

If X isaspaceand {Aa: a E D} isa netof subse tsof X, then: 

lim Aa = {x E X: if U is an open set conta ining x, then Un A0 t-1 0} 
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and 

lim A0 == { x E X: if U is an open set containing x , t hen U n A0 -¡.e 0} 

lf lim A 0 == lim A0 , then we say that tbe limit of t he net A0 exists and 
write lim A 0 ::= lim A 0 == lim A 0 • 

lf X is a space, then lim A 0 ~ lim A 0 . If X is a compact Hausdorff space 
and A 0 is a net of closed nonempty subsets of X , then lim A 0 f. 0. 

Let X be a compact Hausdorff space and let x~ denote the family of all 
closed subsets of X. For U and V open in X , !et K (U, V) = {T E X * : T ~ 
U and T n V i' 0). T hen { K(U, V) : U and V open in X) is a subbasis for a 
topology on X * called t he Vietoris t opology. 

16.10 Lemma. Let X be a compact Hausdorff space and let A 0 be a net 
in X". Then A ::= lim Aa if and only if A 0 4 A in the Vietoris topology on 

~ · 
16. 11 Theorem . Let X be a compact Hausdorff space. Then X* with the 

Vietoris topology is a compact Hausdorff space. 

17 F UNCTION SPACES 

lf X and Y are spaces, then Y X denotes the set of ali functions from X into 
Y . Let / 0 be a net in yx and !et J E y x _ 

Starting with sorne concept of convergence of nets in Y x one can induce a 
topology on y x by declaring that a subset e in y x is closed if whenever l a 
is a net in C and f 0 4 f , t hen f E C. 

The net / a is said to converge p ointwise to f provided f 0 (x ) 4 f (x ) in 

Y for each x E X. T his is denoted la~ 1· T he topology on yx induced by 
pointwise convergence is denoted Tpc and is called the t op ology of pointwise 
convergence. 

The net lo is said to conve rge cont inuously to f provided that for each 
net · xp 4 x in X, f 0 (xp) 4 f (x) in Y. T his is denoted f o ~ f . T he 
topology on y X induced by continuous convergence is denoted Tcc and is call 
the topology of continuous conve rgence. 

lt is clear that if la ~ / , t hen la~ f . A simple argument can be used to 
establish t hat 1'pc ~ Tcc· 

Let X and Y be spaces. For A ~ X and B ~ Y , define N ( A , B ) = {! E 
y x: /(A)~ B ). 

T he t.opology on yx for which {N(x,U): x E X and U is open in Y} is a 
subbasis is denoted Tpo and is called the p oint-op en topology. 
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The topology on yx for which {N(K, U): K is a compact subset of X and 
U is open in Y} is a subbasis is denoted Tco and is called the compact-open 
topology. 

It is a simple exercise to show that Tpo ~ Tco· 

17.1 Theorem. Let X and Y be spaces. Then Tpo is the product topology 
on yx_ 

17.2 Le mma. Let X and Y be spaces and let / 0 be a net in yx, Then 
fo .!'.t f if and only if / 0 4 J in the topology of pointwise convergence on y x. 

17.3 Theorem. Let X and Y be spaces. Th en Tpo = Tpci i.e. , the topology 
of pointwise convergenece, the point-open topology and the product topology on 
Y X are ali the same. 

If X and Y are spaces and x E X 1 then the function ez: Y X --t Y defined 
by e,(/); /(x) for f E yx is called the evaluation map determined by x. 

17.4 Theorem. Let X and Y be spaces and let r be a topology on yx, 
Then ex is r-continuous for every x E X i/ and only if Tpo ~T. 

Observe that ex: yx --+Y is Tco-COnt inuous for each x E X. 
If X and Y are spaces, then C(X, Y) denoted the set of a ll continuous 

functions from X into Y . We will consider t his in the relative topology on Y x 
for the compact-open and point-open topologies. 

17.5 Theore m . Let X and Y be locally compact Hausdo rff spaces. Then 
Tco]C(X, Y ) = TcclC(X, Y) , i.e., the topology o/ continuous convergence and 
the compact-open topoolgy on yx are the same on C(X1 Y). 

If X is a space and (Y,d) is a metric space, then a net f o. in yx is said to 
converge uniformly to f E Y X provided that for each E > O, there exists /3 
such that fJ S a implies d(/0 (x), /(x)) < < for each x E X. 

17.6 Theorem. Let X be a space, Y a metric space and f o. a net o/ 
continuous Junctions in Y X which converge uniformly to J E Y X. Then / is 
continuous. 

Proof. Let p E X and !et W be an open set containing / (p). Then 
there exists E > O such that Nc(/(p)) ~ 1.Y. Now there exists /3 such t hat 
/p(x) E N d / (x)) for ali x E X, i. e., d(/p(x) ,/(x)) < ~ for ali x E X. Thus 
for each x' E X we have d(/(x),/(p)) S d(/(x),/p(x)) + d(/p(x),/p(p)) + 
d(fp(p), f(p )) < d(fp (x), f p(p)) + j <. Si11ce f p is continuous, t here exists 
an open set U in X such that / p(U) <; N¡(/p(p)) with p E U. T hus 
d(fp(x) ,fp(p)) < ~ for each x E U. lt fo llows that d(/(x ), /(p)) < < for 
each x E U , so thal /(U) <; N,(f(p)) <; W , and f is continuous. • 

17.7 Lemm a . lf(X ,d) is a metric space, A is a compact subset o/ X, and 
B is a closed subset o/ X such that A n B = 0, then d(A , B ) > O. 

17.8 Theore m . Let X be a space, Y a metric space, / 0 a net in C(X, Y ), 
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and I E C(X, Y) . Then l o 4 I in the Tw topology on C(X, Y) il and only il 
l olE converges unilormly to l lE lor each compact subset E ol X . 

Proof. Suppose that l olE converges uniformly to l lE for each compact 
subset E of X . We want to show that l o 4 1 in t he •w topology. Let N (E , U) 
be a subbasic •c0 -open set containing 11 with E compact and U open. Then 
l (E) e:; U, so that l (E )n(Y\U) = 0. Since E is compact and I is cont inuous, 
l (E) is compact , and hence d(f(E ), Y \U) = < > O. Now there exists (J such 
that (J S cr implies that d(/0 (x), l (x)) < < for every x E E . T hus l o(x) '! Y \U 
when f3 $ a for every x E E. It follows that l 0 (x) E U far every x E E, when 
(J S cr, so that l o(E) e:; U when (J S cr, i.e., lo E' N(E, U). We conclude that 
l a 4 1 in • co· 

Suppose t hat /a 4 1 in •co in C(X, Y ). Let E be a compact subset of 
X and Jet E > O. T hen / (E) is compact . Let {p1, J>2, . .. , pk} be a finite j ­
nel for l(E). Define S; = N ; (P; ) a nd G; = N'f(p;) for 1 S j S k. Then 

k k 

S 1 e:; G1 for l S j s; k. Now l (E ) e:; U S; , so that E e:; U 1- 1(S;). Let 
j=I j = l 

k 
E1 = En 1- 1(S;) for l s; j s; k. Then E; is compact, E = U E;, and 

i = l 
l (E,) e:; S; e:; G;. Now l( E;) e:; G;, so t hal I E N(E;, G;) for 1 S j S k. Let 

• K = n N(E;,G;). T hen K is open in T,.-topology and I E K . T hus t here 
j = l 

exists {! such that l o E K when (J S cr, and hence l 0 (E;) e:; G; for 1 s; j s; k . 

Now let x E E and let /3 $ a. T hen x E Em for sorne 1 $. m $. k , so that 
/ 0 (x) E lo( Em) e:; Gm and d(/0 (x), pm) < ',<; Also l (x) E l(E,,,) e:; Sm , so 
thal d(/(x), pm) S §. We obtain thal d(/0 (x), l (x)) < <. • 

In view of 17.8, Lhe compact-open topology on C(X, Y) is sometimes re­
ferred to as t he topology of compact convergence. 

If X is a space and Y is a metr ic space, then a function f : X --+ Y is said 
to be bounded provided / (X) is a bounded subset of Y. 

l7.9 T heorem . lf / :X --+ Y is a continuous function from a compact 
space X mto a metric space Y, then J is bounded. 

17.10 Exer cisc. Let X be a compact space and f: X--+ IR a continuous 
íunction. Then there exists p,q E X such that l(p) = sup / (X) and l (q) = 
inf l (X). 

lf (X, d) and {Y, e) are metric spaces, and f: X --+ Y is a function, Lhen f 
is said to be u nifor m ly cont inuous if for each E > 01 there exists ó > O such 
t hat e(/(a), l (b)) < < whenever a, b E X and d(a, b) < ó. 

An equivalent formu lation for uniform continuity of / : X --+ Y is that for 
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each <>O, there exists 6 > O such that /(N,(x)) !;; N,(/(x)) for eacb x E X. 
17 .11 Theorem. Let X be a compact metric space and Y a metric space. 

Then eoch continuous function f: X --> Y i.s uniformly continuous. 
Proof Let t: > O. Since X is compact and f is continuous, f(X) is compact. 

Let (y1, y2 ,. . .,y0 ) be a finite ~-net for / (X). Then /(X) !;; Ü N,(y; ) and 
i =l 2 

{¡-'(N¡(Y;)): 1 S j S n) is an open cover of X. For p E X , !et 6p > O 
such that N,.,(p) !;; ¡-1(N¡(y; )) for sorne j. Now (N,, {p) : p E X} is an 
open cover of X. Let N5P1 (p1 }, ... , N6p• (p1i:) be a finite subcover1 and Jet 
ó = min{óp11 .. . 1 Óp1r } · 

Suppose that a, b E X and d(a, b) < ó. Now a E N6,,, (p¡) for sorne i, so 
that d(a, p; ) < 6,, and d(a,b) < 6p;· We obtain that d(a, b) < 26,; and a ,b E 
N,.,, (p, ). Thus / (a),/(b) E N¡(y;) for sorne j, and hence d(/(a), / (b)) <o . 

• 
17 .12 Theore m . Let X be a compact space, (Y, d) a me trie space. For 

f,g E C(X , Y), define p(f,g) = sup{d(/(x),g(x)) x E X) . Then p is a 
metric on C(X 1 Y). 

The melric pon C(X, Y) in 17.12 is called the sup metric and the topol­
ogy on C(X , Y ) induced by this metric is denoted T,,111 and is called the sup 
metric to po logy. 

17. 13 Theorem. Let X be a compact space, Y a metric space, lo a net in 
C(X , Y), and f E C (X, Y). Then / 0 converges uniformly to f if and only if 
lo 4 1 in the sup metric topology T11n on C(X, Y). 

17.14 Theorem. Let X be a compact space and Y a metric space. Then 
Tea= T1m on C(X, Y). 

Proa/. We first show that r,0 ~ Tam · Let N(K, U) be a subbasic r,0-

open set, with K a compact subset of X and U an open subset of Y. Let 
f E N(K , U). Then /(K) !;; U. For each p E /(K), there exists '• > O 
such that N2,,(p) !;; U. Let N,,., (pi) , .. . , N,," (p. ) cover /(K), and let ' = 
min{<,., ... ,o," ). We claim that N, (/) !;; N(K, U) . Let g E N,(/). T hen 
d(f,g) < o. We want lo show that g E N(K, U), i.e., g(K ) !;; U. Let x E K. 
Then / (x) E N,., {p;) for sorne j, so that d(/(x),p,) < '•r Now d(f,g) < < 
implies that d(/(x) , g(x) ) < , S <p1 and hence d(g(x) , p; ) < 2,.,, so that 
g(x ) E N2t,.J (p1 ) ~U. Thus r,0 ~ T1m· 

We need to show that r,111 ~ r,o. Let Nc(J) for f > O be a basic open 
sel in r,111 • Lel {p1 , p2 , . . ,Pn } be an ~-net for l (X). We claim that 1 E 

íl N(¡- 1(~),N, (p; )) !;; N, (/) Now, f En N(r 1(N¡(p,)) , N¡(p,)) , 
1=• • 4 j ::: ¡ 

since /[¡- 1(N¡(p, )J = N ¡ (p;) !;; N¡ {p; ) for 1 S j S n. 
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Letg E íl N(¡-'(N¡(p1)),N¡(p1)),andletxEX Since /(X)~ .U N ,(p;), 
J= l J = l 8 

we have that x E ¡ - 1(N¡ (p,.)) for sorne m = 1, 2, ... , n , so that g(x) E 

N¡(Pm) and / (x) E N ¡ (pm) ~ N¡(Pm) and we obtain d(g(x),p,.) < ~. 
d(/(x ),pm) < ~. and hence d(g(x) , f(x )) < ~· Since d(g(x),/(x)) < ~ for 
each x E X , d(g, J) :S ~ < <. 

• 
18 DECOMPOSITION SPACES 

A d ecomposition of a topological space X is a collection V of pairwise dis­
joint subsets of X whose union is X. 

A decomposition V of a space X is said to be upper semi-continuous 
al D E V if far each open sel U in X containing D , there exists a n open set 
V in X such that D ~ V ~ V , and if D' E V such that D' n V 'fi 0 , then 
D' t;" U. lf V is upper semi-continuous at each of its members, then V is called 
an upper semi-continuous decomposition of X . 

Observe that a decomposition V of a space X determines a n equivalence 
relation on X by declaring that each element of t he decomposition is an equiv­
alence class. We let X /V denote t he quotient space and </>: X -+ X / V the 
natural map. 

lf V is a decomposition of a space X and V is a subset of X , denote 
Vo(V) = U{D E V : D ~ V). If A ~ X , then Sat (A)= q,-1q,(A) = U{D E 
V : D n A # 0) = X\Vo(X\A). 

lf V is a decompostion of a space X , then the g raph of V is defined 
Graph(V) = {(x,y) E X x X: t/>(x) =¡/>(y)}. 

18.l Lemma. Let V be a decompositon o/ a space X . These are equivalent: 
(1) V is upper semi-continuous; 
(2) For each open set W in X, Vo(W) is open; and 
(3) ¡/>: X--+ X /V is a c/osed map. 

lf furth er , X is a compact Hausdorff space and each D E V is closed, then 
these are equitialent to 

(4) Graph{V} is c/osed in X x X ; and 
(5) X /V is Hausdorff. 
A decomposition V of a space X is said to be lower se mi-continuous 

at D E V if for each p, q E D and each open set V such that p E V , there 
exists an open set W with q E W such that if D' E V and D' n W ~ 0, 
t hen D' n V ~ 0. We say that V is lower semi-continuous if it is lower 
semi-continuous at cach of its members. 
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18.2 Theore m. Let V be a decomposition o/ a space X. Then V is lower 
semi-continuous if and only if the natural map <P: X-+ X/V is open. 

A decomposition V of a space X is continuous at D E V provided V is 
both upper and lower semi-continuous at D. 

Let X be a space, r a directed set, and let { A0 : o E f} a collection of 
subsets of X. Define 

and 

lim supA0 = {x E X: x E V open=> VnA 0 ~! 0) 

lim inf Ao = {X E X: X E V open => V n Ao ~· 0} 

Note that liminf A0 ~ limsupA0 and that both are closed in X. 
lf V is a decomposition of a space X, then for each x E X , let D:r.: denote 

the member of V containing x. 
18.3 Theorem. Let V be a decompositon o/ a space X into closed subsets: 
(1) fj X is a compact Hausdorff space such that for each n~t x0 4 x in 

X , lim sup Dz,. ~ Dx, then V is a upper semi-continuous decomposition. 
(2) lf X is a T3-space and V is u.pper semi-continu.ous, then for each net 

:z:0 4 x in X , lim supDz., ~ Dz . 
18.4 Theorem. Let V be a decomposition of a space X. Then V is lower 

semi-continuous if and anly if far each net Xa 4 x , Dz ~ liminf Dz .. · 
18.5 Corollary. Let V be an upper semi-cantinuous decompasition o/ 

c/osed subsets of a T3-space X. Then V is continuous if and only if far each 
rlet X0 4 x in X , li m sup Dz., = Dz = lim inf Dz.,. 

Let X be a space and !et C (X ) denote the set of ali closed nonempty 
subsets of X. For open subsets U and V of X let 

N(U, V) = {A E C (X) : A <; U, A n V t 0 ) . 

Then {N(U, V ): U, V (open) <; X) is a subbase for a topology on C (X) called 
the Vietoris topology. 

We will herea fter (for the remainder of section 18) assume that C(X) is 
endowed with t he Vietoris topology. 

If Aa is a net of subsets of a space X , then we write A = lim Aa to denote 
that A= liminf A0 = lim supA0 . 

l .6 Theore m . Let A0 be a net of closed nonempty subsets of a space X . 
Th en A0 !t A in the Vietoris topolgy on C(X) if and only if A = lim A0 . 

Recall tha t. a continuum is a compacl connected Hausdorff space. 
18. ; T heore m . Let X be a space 
( 1) lf X is T,, then C(X) is Hausdorff; 
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(2) !/X is a compact Hausdorff space, then C(X ) is a compact Hausdorff 
space; 

(3) 1/ X is a locally compact Hausdorff space, then C(X) is a locally com­
pact Hausdorff space¡ and 

(.f} IJ X is a continuum, then C(X) is a continuum.. 
lf (X,d) is a metric space, ' > O, and A ~ X , t hen N,(A) = {x E 

X : d(x , A) < <} . 
For subsets A and B of X, we define d'(A, 8 ) = inf{<: A ~ N,(B) and 

B ~ N,(A)). 
18.8 T heore m . Let (X1 d) be a compact metric space, then d* is a metric 

on C(X) such that the metric topology is the same as the Vietoris topology. 
The metric d• in 18.8 is called the Hausdorff metric on C(X ). 

19 FILTERS 

lf X is a set, t hen a family of nonempty subsets :F of X is called a filter in 
X provided: 

( 1) If A E F and 8 E F, then A n BE F and 
(2) lf A E F and A ~ B ~ X , then B E F. 

A filter is closed under finite intersections and supersets. 
lf X is a space and :F is a fil ter in X, t hen :F is said to conver ge to x E X 

provided t hat each neighborhood of x is a member of :F. 
19. l Theorem. If X is a space and U is a subset o/ X , then U is open if 

and only i/ U is a m ember of each filter which converges to a point of U. 
19.2 T heorem. Let X be a space, A ~ X , and !et x E X Then x is a limit 

point o/ A if and only if A \ { x} is a m ember of sorne filler which converges to 
X . 

19.3 Theorem. Let X be a space, x E X , and let 4>% be the collection o/ 
ali filt ers which converge to x . Then íl{:F: :F E <flz} is a local basis al x. 

19.4 Theore m . Let X be a space, x E X , and :F a fi lter in X which 
co1tueryes to x. If g is a fi ller in X which contains :F, then g converges to x. 

19.5 T heor em . !/X is a set and x0 is a net in X , then :F ={A: A f; X , 
and X 0 Ee A} is a filt er in X. 

19.6 T heor em . /,et X be a set, Fa ji/ter in X , and /et D = ( (x, F ): F E 
F and x E F) . Define (x , F ) ~ (y, G) in D provided G ~ F. Let f (x, F) = x . 
7'hen F ;, precise/y the family of ali sets A such that the net {! (x, F) : (x, F ) E 
D} u evt.ntually in A . 

19. 7 Theorem. Let X and Y be spaces, and f: X ~ }' a Junction. Then 
f i.s contmuous ata E X if and only if /or each filler :F in X which converges 
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lo A, the filter f(F) converyes to /(a). 
An ultrafUter is a maximal filter. 
19.8 Theorem. Let :F be an ultrafilter in X . 
(1 ) 1/ A U B E F , then either A E F or B E F. 
(2) lf A<;; X , then either A E F or (X \ A) E F. 
19.9 Theorem. A space X is compact if and only if each ultrafilter in X 

converges. 


