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The field of Natural Language Processing (NLP) has seen significant advancements in 
recent years, thanks in large part to the development of powerful language models such 

as ChatGPT. ChatGPT, short for Chat Generative Pre-trained Transformer, is a large-scale 
neural language model developed by OpenAI that is capable of generating human-like 
responses to natural language input. With its impressive performance on a range of lan-
guage tasks, ChatGPT has quickly become one of the most widely used language models 
in NLP research and application.1

The preceding paragraph showcases ChatGPT’s capabilities, as it was composed and for-
matted entirely using artificial intelligence (AI).

Clearly, ChatGPT holds tremendous power when it comes to writing-based tasks. As 
noted in a recent C&RL News article by Christopher Cox and Elias Tzoc, ChatGPT, and 
similar large language model technologies, have the potential to be disruptive technologies, 
significantly affecting not just academic libraries but higher education as a whole.2 In this 
article, we aim to explore some of these potential issues and propose a few possibilities for 
how we, as information professionals, may be able to help address them as they emerge.

Challenges of ChatGPT in higher education
The emergence of ChatGPT has generated substantial concerns and debates among aca-
demics about its potential impact on plagiarism, academic integrity, and the reliability of 
scientific research.3 While ChatGPT offers opportunities to improve communication and 
collaboration, it also presents several challenges, including the proliferation of plagiarism 
cases, the creation of fictitious references, and the propagation of hidden biases related to 
gender, race, ethnicity, and disability status.4

Plagiarism and academic integrity
A central question raised by the introduction of ChatGPT is where to draw the line for pla-
giarism when using this AI tool.5 For instance, if an author uses ChatGPT to improve the 
readability of an existing article or to gather information to support a point of view, should 
this be considered plagiarism? Furthermore, when students rely on ChatGPT’s responses 
without proper citation, are they committing academic dishonesty?

ChatGPT itself suggests that using its responses without attribution constitutes plagiarism, 
while employing it to generate ideas is not, if those ideas are developed into original work. 
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However, this distinction may not be clear-cut for many users, leading to confusion and 
potential misuse of the technology.

Some academics argue that using ChatGPT is as unethical as ordinary plagiarism and 
could have serious consequences, including failing grades and academic penalties.6 To address 
this issue, universities have developed detectors like GPTZero and implemented measures 
to check for possible plagiarism in assignments.7 However, academia must also consider the 
potential benefits of technology and establish ethical boundaries to strike a balance between 
human expertise and advanced technology.8

One approach to mitigating plagiarism concerns could be to incorporate AI tools like 
ChatGPT into academic curricula as educational aids, teaching students how to use them 
responsibly and ethically.9 This would allow students to harness the potential of AI for 
research and idea generation while maintaining a strong foundation in academic integrity.

Fictitious references
Another challenge for ChatGPT is the creation of fictitious references, which can poten-
tially impact the credibility of academic research.10 When ChatGPT generates a research 
paper, it may cite and create references or articles that do not exist. For example, the author 
cited may be legitimate and have published research on the subject, but the article in the 
citation could be a fabrication.11

Authors should be responsible for verifying the accuracy of references and citations provided 
by ChatGPT, as accurate citations are essential to maintaining academic research’s integrity.12 
Citation practices are a crucial element of academic writing, as they contribute to the cred-
ibility of the author’s work. They demonstrate the author’s knowledge and expertise in their 
field and the breadth of research conducted. Additionally, citing sources is a way of paying 
homage to the work of other researchers, thereby showing respect for their contributions.

To address the issue of fictitious references, universities and research institutions should 
implement measures to ensure that all citations in academic work are accurate and verifi-
able. These measures could include using citation-management software, requiring authors 
to provide full-text copies of cited sources, and implementing regular citation audits as part 
of the peer-review process.

Bias in ChatGPT-generated content
A further concern with ChatGPT is the potential for the AI to unintentionally perpetuate 
hidden biases related to gender, race, ethnicity, and disability status when used in academic 
research.13 The increased use of AI-generated research papers presents a risk to the reliability 
of scientific research due to the potential for biases and errors that may be difficult to detect 
and correct.14

While ChatGPT responds without personal opinions or beliefs, it is unclear whether or 
how the AI can mitigate prejudice if trained by individuals with strong opinions.15 To address 
this issue, researchers and developers should prioritize transparency in AI training processes 
and datasets to minimize potential biases. Additionally, efforts should be made to include 
diverse perspectives in the development and training of AI models to ensure that they are 
representative of different experiences and viewpoints.

Moreover, users of AI tools like ChatGPT must exercise critical thinking and diligence 
when using AI-generated content in their research. They should be aware of potential biases 
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and verify the accuracy and reliability of the information provided by the AI. This will help 
maintain the integrity and credibility of academic research while mitigating the risks associ-
ated with AI-generated content.

Conclusion
The introduction of ChatGPT has brought academia to a critical juncture where plagiarism 
and ethical boundaries must be redefined and articulated. Like other periods in educational 
history, the emergence of new inventions and tools often leads to a period of disorientation 
and debate.16 Rather than viewing ChatGPT and similar technologies as threats, academ-
ics should embrace the challenges they present and use them as opportunities to broaden 
and deepen their understanding of ethical and responsible boundaries. Engaging in debates 
about the role of AI in higher education can heighten awareness of necessary boundaries 
and promote ethical use of these technologies. Furthermore, collaboration between AI de-
velopers, researchers, educators, and students is crucial in navigating the ethical challenges 
presented by ChatGPT and other AI tools.

Endless possibilities—that is the reality of where artificial intelligence of this nature is 
leading the academic community. It cannot be stopped. Eventually, it can be suspected that 
a tool like ChatGPT will look like a minor creation, laying the foundation for a better, more 
extensive, and more efficient system that may become as popular as tools like Canvas, Google 
Suite, Microsoft Office, and Smartboards, which are used regularly in an academic setting. 
The academic community must make a choice: to embrace or to fear. Embracing AI could 
lead to significant potential, increasing the production of publications, helping students with 
their work, and reinforcing the idea of critical thinking. To fear this innovation could be 
a missed opportunity. Academic communities and individual institutions must determine 
their approach and get ahead of this new wave of technology. 
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