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Making and Using AI in the Library: Creating a 
BERT Model at the National Library of Sweden

Chris Haffenden, Elena Fano, Martin Malmsten, and Love 
Börjeson*

How can novel AI techniques be made and put to use in the library? Combining meth-
ods from data and library science, this article focuses on Natural Language Processing 
technologies, especially in national libraries. It explains how the National Library of 
Sweden’s collections enabled the development of a new BERT language model for 
Swedish. It also outlines specific use cases for the model in the context of academic 
libraries, detailing strategies for how such a model could make digital collections 
available for new forms of research, from automated classification to enhanced search-
ability and improved OCR cohesion. Highlighting the potential for cross-fertilizing AI 
with libraries, the conclusion suggests that while AI may transform the workings of 
the library, libraries can also play a key role in the future development of AI. 

Introduction
Recent developments in machine learning can transform the working practices of the library. 
The advent of artificial neural networks offers tantalizing possibilities for libraries to classify, 
organize, and make huge digital collections searchable with the help of artificial intelligence 
(AI). To this end, various academic and national libraries have established data labs as test-
ing sites to explore and harness such potential, LC Labs at the US Library of Congress being 
one prominent example. Yet remarkably little work has been published on this subject, either 
theoretically or in terms of practical examples. In contrast to many other fields where studies 
on the impact of AI have proliferated, a recent survey within information science could still 
point toward the general “absence of scholarly research on AI-related technologies in libraries.”1 

This article counters this gap by exploring the scope for making and using novel AI tech-
niques in the library setting. More precisely, it focuses on creating and implementing natural 
language processing (NLP) tools in the context of national libraries, emphasizing the value of AI 
for medium- and low-resource languages—i.e., for libraries in countries beyond the linguistic 
resources of the Anglophone world and other major languages.2 The particular NLP technology 
examined is the language model: e.g., a statistical model that through exposure to vast amounts 
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of text can be used to understand and generate human language.3 Our principal argument 
highlights the democratic effects that these libraries can contribute to AI development via 
such models, given their function as custodians of large volumes of language-specific data. 
AI may well have the promise to transform the workings of the library, as we will suggest, 
but libraries also have a potentially significant role to play in the future development of AI.

We consider how AI techniques can be made and used at the library via the example of 
a BERT language model (Bidirectional Encoder Representations from Transformers—elabo-
rated on below) created at the National Library of Sweden (Kungliga Biblioteket, hereafter 
KB).4 Methodologically, we seek to bridge AI and library science insofar as we write from 
the perspective of KBLab, KB’s lab for data-driven research, where cutting-edge knowledge 
in data science combines with considerable experience of the library’s information systems 
and working processes. 

The first part of this article explains what a BERT model is and describes how we used 
KB’s collections to train such a model for the Swedish language: KB-BERT.5 The second part 
outlines specific use cases for a BERT model in academic libraries, detailing strategies for 
making digital collections available for new forms of research: from automated classification to 
enhanced searchability and improved OCR cohesion. In showing how the model could be employed 
to create novel research openings, these use cases suggest the value of AI to the operating 
practices of libraries more generally. We conclude the article with some broader reflections 
about the opportunities and risks connected to the cross-fertilizing of AI and libraries, a trend 
that we expect will grow in the future.

Literature Review
AI Applied, but Not Made, in the Library 
There has been surprisingly little research published on the impact of AI techniques in the 
library. Yet some scholars have started to consider how libraries might focus their attention 
on AI as a means of addressing the distinctive informational challenges posed by digitaliza-
tion. Ryan Cordell recently offered a panoramic overview of the state of the field in “Machine 
Learning + Libraries,” where he provided a general description of the current applications of 
machine learning in library settings—from crowdsourcing and discoverability of collections 
to library administration and outreach.6 A similarly broad view can be found in the work of 
Thomas Padilla and his colleagues in the “Collections as Data” movement, which has produced 
various reports that, while highlighting the value in applying AI in the library, emphasize the 
need for libraries to take a responsible approach that mitigates the potential harm of these 
emerging technologies.7 More specific studies have examined the infrastructural challenges 
for libraries in supporting data-driven research that seeks to analyse Big Data,8 as well as the 
problems that the application of Optical Character Recognition (OCR) technology to historical 
material has created for both libraries and researchers.9 

However, a notable characteristic of this body of scholarship is its focus on the library 
principally as a target site for the application of AI. While understandable, such a focus also 
risks making libraries an unnecessarily passive agent in this process—as effectively the recipient 
of black boxed technologies that have been designed and made elsewhere. We wish to nuance 
the understanding of this relationship between AI and the library by exploring a case study in 
which novel AI techniques are actually made in the context of the library. Beyond providing a 
set of practical use cases that detail how a BERT model could be implemented to enhance the 
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research potential of a library, in this article we provide an account of how the library’s collec-
tions enabled the production of this model in the first place.10 We begin therefore with a brief 
introduction to BERT, framed in terms that are intended to be comprehensible to a non-specialist.  

Theoretical Context: Deep Learning and BERT Models
In the following section, we provide the theoretical and practical background to our work in 
developing KB-BERT at the National Library of Sweden. What is deep learning? What is a 
BERT model? What is required for a library to make such a language model, and why bother? 
We address these questions to provide sufficient contextual knowledge to grasp what is at 
stake in our subsequent discussion of AI implementation in the setting of the library.

Deep Learning in Natural Language Processing 
Deep learning is a subset of machine learning, which in turn is a subset of AI. The main intu-
ition behind deep learning is that machines can learn from being exposed to large amounts of 
data using algorithms that to some extent resemble biological brains. These types of algorithms 
are called artificial neural networks.11 Deep learning is extremely powerful compared to tra-
ditional machine learning methods, but it requires larger datasets and more computational 
resources to reach good performance. These are two significant bottlenecks that can make the 
training of deep learning models a significant challenge for many teams and organizations. 

An important milestone in deep learning research has been the appearance of transfer 
and self-supervised learning.12 Traditional supervised machine learning techniques learn 
from labelled datasets where human annotators have marked the properties in the data that 
they want the model to learn. This is a very time-consuming process, and few datasets exist 
that are large enough to allow deep learning models to reach their full potential. The innova-
tive dimension of transfer learning is to divide the training into two steps: in the first, self-
supervised training step, the model is shown a large amount of unlabeled data from which it 
can extract general patterns; in the second step, the model is fine-tuned on smaller, annotated 
datasets to learn how to perform a specific task.

We can take an example from NLP to illustrate how this works in practice. During the 
pre-training stage, the model is shown a huge amount of natural language text and trained to 
predict a word given the context in which it occurs, or vice versa. In this way, the model learns 
how words co-occur in that language and forms a representation of their meaning. Let’s assume 
we want to train a model to predict whether a movie review is positive, negative, or neutral. 
The number of stars can be considered as the label, and the text of the reviews is the training 
data. We would take our model that we have previously trained on generic language data, 
and we would train it to specialize in sentiment analysis for movie reviews. The knowledge 
accumulated during pre-training would make the model much more effective at learning this 
classification task, since it already has a representation of how language in general works.13

Transformers and BERT
The most popular architecture for deep learning in NLP today is the Transformer.14 The 
Transformer was originally proposed for machine translation but has since been applied to 
all kinds of tasks, from text classification to computer vision. Its main strength is a mechanism 
called “attention,” which allows the model to focus on particular parts of a sentence when 
processing a specific word. For instance, given the sentence “The dog didn’t want to play 
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because it was too tired,” in processing “it” the attention mechanism would focus on “the 
dog” in order to make sense of the pronoun. Transformer models are also popular because 
of their architecture, which lends itself to efficient parallelization—i.e., the ability to carry out 
complex tasks simultaneously spread across several processors. This in turn allows research-
ers to train models that are larger than ever.

The release of the pre-trained Transformer-based model BERT in autumn 2018 marked a 
significant turning point in NLP research.15 BERT stands for Bidirectional Encoder Representa-
tions from Transformers, and applying this architecture to language processing has enabled 
state-of-the-art performance on many benchmark datasets. Evaluated according to the standard 
testing framework—GLUE, or General Language Understanding Evaluation16—BERT achieved 
unprecedented scores on a series of NLP tasks, ranging from question answering (when the 
model is shown a paragraph of text and then posed a question based on this) to causal rea-
soning (i.e., given a sentence, which among four choices is the most obvious continuation?)17 
In short, BERT broadened the horizons of possibility for what a language model could do. 

The initial development of this model demanded considerable resources, both computation-
ally and in terms of training data. BERT was trained by Google AI on a 3.3-billion-word corpus 
that was composed of books and the text of English Wikipedia. The researchers at Google who 
released the model explained that the training of a medium-sized BERT took four days on their 
specialized processing units called TPUs, which are optimized for machine learning applica-
tions.18 This gives an idea of how much computing power is required to train one such model; it 
is certainly not something that can be done on an average laptop. However, what makes BERT 
so attractive from the perspective of AI implementation is that it is freely available for anyone 
to download and then fine-tune on their own data. As a powerful, general-purpose model, it 
can be adapted to apply cutting-edge language processing to specific use cases at a local level. 

The Need for a Swedish BERT
The design and distribution of huge language models such as BERT reflect global hierarchies of 
power and resources. Whereas Google AI developed dedicated BERTs for English and Chinese, 
they released a multilingual model for the rest of the world that was trained on Wikipedia 
articles from 104 different languages: M-BERT. While achieving fairly good performance on 
many NLP tasks, researchers knew that specialized monolingual models would be able to 
outperform M-BERT. This led many institutions and universities around the world to train 
new BERTs for their particular language of interest.19 Soon most of the major languages such 
as German, French, Spanish, Korean, Japanese, and Dutch had their own models, the only 
limitations being the availability of sufficient text data and computing power to produce the 
model. It was in this context of an expanding array of monolingual models that KBLab at the 
National Library of Sweden decided to train and publish a BERT for Swedish.

The first dedicated Swedish BERT had already been released by AF-AI, the AI lab at the 
Swedish Public Employment Agency.20 AF-AI trained a BERT model using the data from 
Swedish Wikipedia that consists of about 300 million words, which is just a fraction of the size 
of the corpus used to train the original English BERT. The developers at AF-AI state that their 
model was intended as a temporary solution to fill a gap for the Swedish NLP community, 
while more substantial and better models were in the making.21 KBLab saw an opportunity 
to contribute by training a Swedish BERT on a larger and more varied dataset that would 
enhance performance and produce a model with more robust language understanding. 
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This undertaking was enabled by KBLab’s unique access to otherwise unavailable ma-
terial. Legal deposit requirements dictate that every publication issued in Swedish must be 
submitted to KB so a copy can be preserved as a part of future culture heritage. This also ap-
plies to digital material since the introduction of legislation for electronic publications from 
2015, which means that the library receives an enormous amount of Swedish text every year.22 
The library’s collections thus encompass a diverse collection of text genres, ranging from 
newspapers, magazines and books to scientific journals and governmental reports. Although 
far from all the physical collections have been digitized, enough exist in digital form to cre-
ate huge datasets that are orders of magnitude larger than any publicly available, curated 
collections of Swedish text like Wikipedia. It is the holding of such rich bodies of linguistic 
material that gives national libraries like KB a key role in the future training and creation of 
new language models. 

Making a BERT from the Library’s Collections
To make KB-BERT, we took advantage of the extensive textual resources in the library’s digital 
archives. The model was trained on a corpus of about 3.5 billion words, which is almost exactly 
the size used by Google AI to train the original English BERT (meaning that KB-BERT could be 
expected to reach comparable performance levels). Our aim in assembling this specific corpus 
was to produce a body of text that could be described as being, to a degree, representative of the 
living language of the national community.23 Here we can point to the distinctive advantages 
of smaller languages for achieving such data representativity for NLP development, given 
that KB’s collections contain something close to population data for Swedish, whereas this is 
practically impossible for larger languages like English and Chinese. 

We made significant use of the library’s newspaper holdings to compile this selection of 
modern Swedish, extracting over 16 GB of (cleaned) text from OCR’d newspapers in the li-
brary’s archives for the period ca. 1945–2019. This was supplemented by material derived from 
governmental reports, ebooks, social media, and Swedish Wikipedia, with the incorporation of 
text from a broad range of social domains as a conscious choice to expand the representative-
ness of the language within the training corpus.24 The diversity of the social voices represented 
and the breadth of language usage were strengthened by the presence of quotes and reported 
speech from a wide variety of actors in the newspaper material, as well as the innovative new 
forms of Swedish provided by the 31 million words from social media in our corpus. 

The variety of registers and styles in the training material was paramount to enhancing 
the model’s performance. During training, BERT is to some extent “learning” the language by 
trying to extract patterns from the noise. Being exposed to many different types of writing al-
lows the model to identify the underlying principles of syntax and semantics that are common 
to all instances of correct (and also slightly incorrect but intelligible) modern Swedish text. Our 
central hypothesis was that by training KB-BERT on a broad spectrum of texts, we would be able 
to produce a model with more flexible and sophisticated understanding of natural language. 

That we could test this hypothesis in practice depended on direct access to KB’s collec-
tions. While Swedish Wikipedia and social media text, though rather difficult to clean, are 
publicly available for anyone through different APIs, much of the data used to train KB-BERT 
is copyrighted and cannot be made available to the scientific community except under very 
strictly controlled circumstances. Technical security concerns together with legal restrictions 
of copyright and EU data protection (GDPR) mean it is not currently possible for the digital 
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materials in KB’s archives to be shared with researchers outside of KB’s internal network. 
These circumstances give KBLab a strategic, if contingent, role in the future development of 
NLP resources for Swedish: if language models are not created in-house at KB then the data 
currently available externally would lead to models of lesser quality and more limited capaci-
ties for Swedish AI in general. 

Evaluating Performance 
Evaluating the quality of a new language model demands comparing its performance with that 
of existing models. This rests on the application of a fair and objective means of comparison, 
which is a challenge for smaller languages like Swedish, since the standard testing benchmarks 
that exist for NLP in English—i.e., GLUE/ SuperGLUE25—are still in the process of being devel-
oped. Given the absence of common evaluative frameworks, testing instead involves fine-tuning 
a model for a so-called downstream task—e.g., a particular NLP task that one might want to 
use the model for in the future—where results can then be compared with the performance of 
other models. In the case of KB-BERT, one of the principal evaluation tasks we selected was 
that of named entity recognition (NER), which tests the capacity to extract predefined types of 
named entities such as persons, places, and organizations from a given text. 

In order to fine-tune a language model for NER, a dataset annotated with named entities 
must be available, which is not entirely the case for Swedish. The Stockholm-Umeå Corpus 
version 3.0— SUC 3.026—has been manually annotated with various NLP characteristics such 
as part-of-speech tags, morphological analysis, and lemma, but the named entities have been 
automatically tagged using a tool called Sparv.27 This lack of human annotation means that the 
dataset cannot be considered a gold standard and that any performance measure should be taken 
with a pinch of salt. However, despite its shortcomings, SUC 3.0 is still the best NER dataset 
currently available for Swedish, and we used it to evaluate the downstream performance of KB-
BERT in relation to other BERTs. While evaluation based on a substandard dataset cannot give 
us an indication of the absolute performance of any BERT for the task at hand, it does enable 
reliable comparison between different models that have been evaluated using the same dataset. 

To conduct such an evaluation for KB-BERT, we tested our model in relation to the BERT 
model previously released by the Swedish Public Employment Agency, AF-AI, and Google 
AI’s multilingual model, M-BERT. This evaluation process used standard testing praxis from 
the field of NLP, whereby the SUC 3.0 dataset was divided into training (70%), development 
(10%), and testing (20%) subsets.28 Each model was then fine-tuned using the same training 
data, before being exposed to a series of NER tasks from the test set. We chose the eight par-
ticular categories of named entity for these tasks (person, organization, location, time, measure, 
work of art, event, and object), since these have been annotated in the SUC dataset. The table 
below indicates how each model performed, with the scores between 0 and 1 signifying the 
accuracy of the model’s predictions of named entities in the test data.

These results show that KB-BERT consistently outperforms the other models on this 
particular evaluation task. More precisely, the model scored 5% higher than the AF-AI BERT 
trained solely on data from Swedish Wikipedia, and 2% higher than Google’s M-BERT that 
was trained on Wikipedia data from over 100 different languages.29 KB-BERT performed bet-
ter on all types of named entities because it was trained on a larger volume of high-quality 
and more varied data, and thus has a better level of language understanding. This also helps 
explain the varying performances of the models across these different categories: entities, 



36  College & Research Libraries	 January 2023

which appear more frequently and are fairly consistent in both linguistic form and the context 
in which they are used, are easier to recognize, which is why all three models tend to perform 
well on “Persons”; yet a more diffuse entity such as “Work of Art,” which is a larger umbrella 
category with more variable forms, proved harder to recognize. Again, that KB-BERT still 
performed comparatively better on identifying these more challenging entities is a result of 
the quality and quantity of KB’s Swedish data. 

By utilizing the library’s textual resources, we were therefore able to create a more power-
ful and effective model than those trained solely on freely available data. On the one hand, this 
demonstrates the tautology within NLP regarding the centrality of data volume for improved 
language understanding: the more data used in training, the better the model performs. On 
the other hand, it supports our suggestion that using a diverse range of language from a 
number of social domains would enhance the model’s performance; through being trained 
on a richer corpus of modern Swedish than simply Wikipedia alone, KB-BERT has achieved 
a more advanced level of understanding. More broadly, this evaluation also highlights the 
importance of high quality and varied language-specific training data in producing state-of-
the-art language models like BERT. 

Applying BERT at the Library
The creation of a high-performing, general-purpose model for Swedish has opened up many 
possibilities for the application of NLP techniques. Since being released in February 2020, 
KB-BERT has been implemented by various organizations and public authorities in Sweden 
that have been able to take advantage of its capacities for rapidly processing large amounts of 
language data.30 Insofar as this implementation contributes to the adoption of more effective 
procedures for public sector administration, it highlights the broader social benefits that can 
result from the development of these language models.31

But beyond such wider value, what does KB-BERT mean for the library itself? How might 
this be applied to KB’s internal practices, given the centrality of information management to 
the library as a cultural heritage institution and an infrastructure for academic research? In 
the following section, we explain three particular use scenarios where the model could be 
used to enhance the library’s digital collections and the ways that users interact with these to 
pursue new forms of research. For each specific use case, we provide an overview sketching 

TABLE 1
Comparison of Swedish BERT models on NER using SUC 3.0 dataset

Type of Named Entity AF-AI M-BERT KB-BERT

Person 0.913 0.945  0.961 
Organization 0.780 0.834 0.884
Location 0.913 0.942 0.958
Time 0.655 0.888 0.906 
Measure 0.828 0.853 0.890
Work of art 0.596 0.631 0.720
Event 0.716 0.792 0.834
Object 0.710 0.761 0.770
Total average 0.876 0.906 0.927
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the area that BERT might be directed toward and how this would work in practice, as well as 
detailing the advantages and challenges with these applications. 

Text Classification
What? 
The first scenario involves applying KB-BERT to assist in classifying incoming digital material 
to the library. This is a matter of exploiting one of the principal capacities of BERT: scalability, 
or the ability to quickly and effectively deal with large volumes of text data. By fine-tuning 
the model to recognize particular categories, it becomes possible to organize—and make more 
readily available—types of material that have previously remained relatively hidden from the 
library’s users, such as advertising ephemera, which has not conventionally been catalogued 
at the level of the individual item.

How? 
Training BERT to distinguish between different categories requires the creation of an anno-
tated dataset of the specific material that is to be classified. It presumes, in other words, the 
existence of a series of appropriately categorized examples that can be given to the model to 
learn from. Just how many examples are necessary depends on the complexity of the task, 
but at least a few thousand examples will generally be required. The first step for fine-tuning 
BERT to classify in the library is therefore to recruit a team of annotators to produce such a 
set of examples.32 This could be organized via crowd-sourcing volunteers among library staff 
or users at large. The key point is to generate a sufficient and representative range of material 
that has been tagged. 

The next step, once the annotated data has been produced, is using it to teach BERT how 
to distinguish between different types of material—if, for instance, an advertisement should 
be classed as relating to, say, sport, technology, or some other category. Here the learning 
process is made more effective by a machine learning technique called “bootstrapping,” 
whereby the model requires less and less human correction for each round of fine-tuning.33 
The reason a Transformer model is so adept at such training is that text categorization is one 
of the tasks it excels at: being exposed to large volumes of data and then asked to categorize 
based on the contents of documents is one of the principal tasks BERT was created for. 

Once the model has achieved sufficiently high-performance levels, it is ready to be ap-
plied to classification in practice. How this should be implemented in concrete terms is an 
open question, but given the nature of the task it is conceivable that some form of “human in 
the loop” implementation would be an appropriate starting point—i.e., a setup that involved 
library specialists working in tandem with data scientists, and the language model, to help 
ensure optimal results. This has the advantage of allowing the model to be refined based 
on the expertise of the library staff, while at the same time allowing the staff to learn more 
about—and to trust—the workings of the model. 

Challenges? 
While custom-made tools like Prodigy enable the crowdsourcing of annotation,34 there are still 
certain challenges with producing the initial annotated dataset needed for this implementa-
tion of BERT. On the one hand, it is a process that requires a fair amount of labor to produce 
sufficient examples, which means having a group of volunteers prepared to undertake the 
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repetitive and (for some) boring 
task of annotating the data. On 
the other hand, the cross-checking 
and approval of completed annota-
tions can be a tricky task in itself, 
since categories are often fluid and 
ambivalent—with boundary cases 
demanding the creation of further 
distinctions and subcategories that 
need to be adjusted iteratively. 
Given the problem of the “subjec-
tivity of [individual] judgements,” 
having a project leader to oversee 
and standardize the verification of 
the tags is a prudent measure.35

Why?
Using BERT to classify incoming 
material is a smart way of making 
the library’s collections more ac-
cessible for new forms of research. 
By training the model to categorize 
those parts of the legal deposit 
collections not currently classified 
as individual objects—i.e., ephem-
era—this AI implementation would 
make material that otherwise risks 
disappearing into the archive more 
visible and searchable for the li-
brary’s users. That such classifica-
tion also provides the material with 
a structure amenable to machine learning means researchers would be able to apply innova-
tive, data-driven approaches in using it.

Enhanced Searchability
What? 
The second use case is employing KB-BERT to enrich metadata for the library’s digital col-
lections. A central challenge facing libraries today is how to make their holdings amenable 
to the type of highly specific, granular search enquiries that users—especially academic re-
searchers—have come to expect from the experience of using the internet and search engines 
like Google. Of course, a necessary precondition for such searchability is the digitization of 
the material (born digital collections aside), but the next step demands improved metadata, 
which is where a BERT model comes in. This is a more complex application than that of clas-
sification considered above, but it is also one with greater potential gains for the library’s 
users, and thus for research at large. 

FIGURE 1
Making Collections of Commercial Ephemera 

Available for Innovative New Research  
(Photo: Ann-Sofie Persson/KB)
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How? 
The principal NLP technique that BERT performs here is named entity recognition (NER), which 
—as mentioned previously—is the ability to extract entities such as places and names from texts. 
To maximize the searchability gains made possible by the model in this regard, there are various 
components that need to be put in place. This involves integrating BERT with a number of other 
tools from data and information science, as we explain below. Here it is worth noting that since 
NER is a broader, language-wide task, there are more likely to be external resources that can 
be adapted and used, as opposed to internal library classification where less help is available. 

Firstly, BERT needs to be fine-tuned to recognize the particular types of entities likely to 
be of interest to library users when they are searching the collections. The standard types that 
NER models tend to be trained on are persons, places, organizations, times, and measurement, 
but this could be expanded for a library ecosystem to include even titles of publications, literary 

genres, and cultural movements. As soon 
as the particular categories of interest have 
been determined, a set of training data needs 
to be produced to allow BERT to learn how 
to identify these entities in large volumes of 
text. As with the previous example of clas-
sification, this requires the production of an 
annotated dataset compiled of appropriately 
tagged examples. Beyond its use in training 
this model, the creation of such a NER da-
taset is also a significant contribution to the 
national NLP community, insofar as it can 
then be released for other actors to use and 
develop in future research and development.

Secondly, once trained to find these 
entities in the library’s collections, BERT 
needs to be connected to a specific model 
for named entity disambiguation (NED). 
This is a system with the ability to dis-
tinguish between entities with the same 
name that refer to different things.36 If, for 
instance, we were to type “Abraham Lin-
coln” in Wikipedia’s search window, then 
we arrive at a “disambiguation page” that 
lists the various entities this could refer to: 
from the sixteenth president of the USA 
in person to the many works representing 
his life, and from a list of commemorative 
statues to other usages within transport 
(models of trains, etc.) Or if we search for 
“Lars Andersson” on Swedish Wikipedia, 
then we receive a similar result: a long list 
distinguishing the different historical and 
contemporary figures that share this name 

FIGURE 2
Using BERT to Identify Named Entities  

in the Library’s Collections  
(Image: Elena Faton/ KB)
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FIGURE 3
Entity Disambiguation: The Diverse Referents of “Abraham Lincoln“ 

(Wikipedia CC BY-SA 3.0)

FIGURE 4
Entity Disambiguation: The Diverse Referents of “Lars Andersson”  

(Wikipedia CC BY-SA 3.0) 
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(see figures 3 and 4). In practice, there are various ready-made tools that can be adapted for 
this task of disambiguating different uses of the same name—e.g., Bootleg37—but doing so is 
an essential part of creating an effective search system built on NER. 

Thirdly, to produce an end-to-end system for entity recognition that maximizes search 
potential, BERT should be integrated with a tool for entity linking. This is a matter of connecting 
the library’s internal databases with the wider knowledge base of the semantic web to ensure 
that the named entities identified by BERT within the collections are interconnected with—and 
made available as—open linked data.38 This linking achieves the mapping of entities mentioned 
within the library’s collections onto the existing network of information about these items 
contained in the vast structured data of, say, Wikidata—the database underpinning Wikipedia 
and related projects. By harnessing the power of BERT to identify entities on a massive scale, 
and by making this part of the huge informational resources of the semantic web, it becomes 
possible for users to search the collections with an entirely new level of scope and precision. 

To show how this works in practice, we can consider the example of a researcher with a 
broad set of search parameters—say an interest in murders in West Sweden between 1850 and 
1930. A search system built on BERT could perform such an enquiry across a large range of 
material—i.e., all the newspapers from the period—using the contextual knowledge of named 
entities the model has gained. Given that KB-BERT knows that the city of Gothenburg is situ-
ated in West Sweden, for instance, it would be able to include items for the above search terms 
without the reports explicitly mentioning this wider geographical term. The model thereby 
provides faster and more effective ways of helping researchers find what they are looking for. 

Challenges? 
Beyond the difficulties of producing an annotated dataset outlined in the previous example, 
this use case involves a number of fairly significant challenges. Firstly, developing and oper-
ating this NER function using BERT demands substantial computational resources—without 
sufficient processing power it will simply prove impossible. Secondly, it is demanding in 
terms of technical expertise: producing an integrated system for entity linking presumes the 
presence of an in-house team of data scientists to oversee such an implementation. Thirdly, 
and perhaps most importantly, it requires that these experts manage the integration of the 
library’s internal databases with the open linked data of the web, which is a far from trivial 
task. In short, this is a complex and resource-intensive form of implementation, but one that 
offers transformative gains. 

Why?
Using BERT as the foundation of an integrated system for named entity recognition and 
linking enables the library’s digital collections to be searched in new, more expansive ways. 
Whereas conventional searches reveal the presence of named entities only insofar as they are 
present in traditional metadata—i.e., title, author, date of publication—a BERT model also 
has the capacity to search among the contents of the material in locating such entities. This 
allows a user to gain an insight of the collections at a vastly different depth than that which 
was previously possible. In this context of enhanced searchability, it is no coincidence that 
models like BERT are already deployed for the online searches we take for granted when us-
ing Google. Applying such a technology to the library promises a means of enhancing how 
researchers are able to interact with, and use, the collections. 
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Improved OCR Cohesion 
What? 
The third example for implementing KB-BERT at the library also involves enriching metadata 
but relates more specifically to improving the cohesion of digitized collections to make them 
more accessible for users, particularly academic researchers. This is especially pertinent for his-
torical material such as newspapers, which have been previously digitized but have lost various 
contextual markers that we take for granted as human readers—i.e., the presence of specific 
articles and sections within the newspaper, rather than simply a collection of blocks of text.39 

How? 
The principal problem that needs to be resolved when trying to reconstruct the structure of a 
newspaper is identifying where a given article starts and stops. This is the case since the OCR 
process used to digitize the material effectively strips the text of such markers in breaking 
it down into smaller segments (see figure 5). If a language model like BERT can be taught 
to recognize the beginning and end of each article, it becomes possible to piece together the 
newspaper, article by article. 

There are several different options for how BERT could be used to address this task, 
depending on the particular circumstances of the library. One alternative is to use a function 
integral to the model, next sentence prediction, to reassemble the OCR boxes into article form. 
This would work by training BERT to recognize the characteristic linguistic features of the 
opening and closing sections of an article, and to compare the likelihood of connecting sen-
tences among adjacent text blocks to establish the correct order of the article’s main body.40 

The advantage of such an approach is that predicting next sentences was one of the original 
training tasks used to create BERT, meaning that no further fine-tuning is necessary to realize 
this capacity. However, it presumes the existence of a dataset of coherent newspaper articles 
that can be used to train BERT to identify how these typically start and finish. If the library is 
in possession of such data, as is the case at KB through the collection of Swedish newspapers 
received via electronic legal deposit, then this training process is simple, since it is a form of 

FIGURE 5
From Human-Readable Newspaper to a Set of Text Blocks. Using Bert for OCR 

Reconstruction (Image: Faton Rekathati/KB)
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self-supervised learning where, given a few thousand examples, BERT will be able to teach 
itself the characteristics of a beginning and an ending. If the library does not possess such 
material, this would instead necessitate the manual collection of a set of examples, which is 
both more time-consuming and resource-intensive. 

An alternative approach, and one to consider in the absence of such a readily available 
training set, is to combine BERT’s capacity for language processing with a model for image 
recognition and use them in tandem.41 This would involve training this latter model to recog-
nize the visual clues that signify the beginning and end of a particular article—for instance, 
the presence of a title at the start or of, say, a square at the end. BERT’s ability to predict next 
sentences could then be deployed to link together the sequence of text blocks between the 
first and the last block of each article. While undoubtedly more complicated, insofar as this 
involves the use of two different models, such an option has the advantage of using both 
textual and visual information in the data to reconstruct articles. 

Challenges? 
In addition to the problems of producing annotated data that might arise here, a number of 
more specific challenges connected to the particular nature of this implementation also exist. 
Firstly, treating material that spans a broad period of time can be complex: if the newspapers 
to be processed range back over a long period, there might be different style and visual con-
ventions contained within the material. This, in turn, could mean that the model needs to be 
further fine-tuned to adapt to such shifts over time. Secondly, there are likely to be a greater 
number of OCR errors in the digital copies of older newspapers, which can likewise complicate 
the process of using BERT to understand and make predictions based on the contents of this 
material.42 Thirdly, this is an implementation that demands a degree of technical expertise: 
it is not a straightforward fix, but rather an iterative process that will require systematically 
testing various parameters to ensure the best possible results. This presumes, once again, the 
presence of personnel with a background in data science and experience in working with 
such questions. 

Why?
Taking advantage of BERT’s language understanding to reconstruct historical newspapers is 
another instance of using AI to enhance the accessibility of the library’s material. By improving 
the OCR cohesion of the newspaper archive, this implementation adds a level of metadata to 
digital collections that is key to unveiling their value for research purposes. Once this struc-
ture has been reestablished, it becomes possible to navigate the digital archive at the article 
level—to identify and search all the articles written by a particular author, for instance, which 
is a far from trivial gain from the users’ perspective. As with the previous two use cases, such 
an application could significantly improve the quality and effectiveness of the library as a 
research infrastructure.

Concluding Discussion
In this article, we have presented how the textual resources of the National Library of Swe-
den provided the basis for a powerful new BERT model that outperforms existing models 
for Swedish. We have also explained three potential use cases for KB-BERT to highlight the 
relevance of such NLP techniques for the operating practices of the library. More precisely, 
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we showed how the model could be applied to improving access to collections for researchers, 
by (i) providing an automated form of classification, (ii) enhancing the searchability, and (iii) 
improving the OCR cohesion of digital collections. In each case, we suggest that KB-BERT’s 
language processing capacities can be harnessed to add clear value to the library’s working 
processes.

Insofar as we have discussed both how the library can contribute to the future develop-
ment of AI and how AI could help transform the future of the library, the article raises broader 
questions about the opportunities and challenges for cross-fertilizing libraries with AI. In this 
conclusion, we therefore delineate these questions and explore some of their implications. 
What are the principal gains of closer interaction between national libraries and AI? What 
are the potential difficulties, on the other hand, of integrating the AI-related insights of data 
science with the information practices of the library? 

National Libraries as Sites for Ethical AI 
The key rationale for locating AI development in the context of national libraries is democratic 
in emphasis. The first part of this argument is essentially positive and concerns maximizing 
the social good that can be gained from the libraries’ collections. Recognizing that the material 
preserved in the archives constitutes a form of commons—i.e., a shared resource for the com-
munity that is publicly funded43—contributing to the making of language models provides a 
means to distribute the novel forms of value contained within these institutions’ collections 
as widely as possible. Partly a matter of the broad utilitarian benefits that result from more 
effective and cheaper administration procedures once public authorities implement these 
AI models, this also pertains to the general value of releasing open source NLP tools for the 
public to use as they see fit. In exploring new ways to unlock the potential of archival hold-
ings beyond traditional forms of academic research, national libraries can help ensure that 
society at large derives some benefit from the era of big data. 

Using the library’s resources to participate in a wider societal project of AI development 
is especially pertinent for lower-resourced languages. As the evaluation results from this ar-
ticle demonstrate, the multilingual model released by Google for languages beyond English 
and Chinese offers less effective NLP capacities than monolingual BERT models trained for 
a particular language. Where giant tech companies perceive little incentive to invest in tools 
specifically for smaller languages, there is a risk of a chasm emerging between the state of 
AI in major and lower-resourced languages.44 In this context, national libraries for this lat-
ter group can play a vital role in harnessing their holdings of large volumes of high quality, 
language-specific data for the making and distribution of state-of-the-art language models.45 
If there are legal restrictions preventing the sharing of such data, establishing in-house data 
labs at these libraries becomes a necessary work-around. By investing in such projects, national 
libraries have the chance to underpin the development of a national AI infrastructure, while 
laying claim to a potent new form of relevance in the process. 

The second part of this democratic argument is more critically inclined and relates to 
probing the problems of an AI future driven purely by private sector actors. One of the key 
concerns with implementing large-scale language models like BERT is the negative effects 
of bias, given that the models inevitably reproduce the perspective of the data used to create 
them. Highlighting the sociopolitical risks of relying on vast, unaccounted-for web materials 
in training these models, a recent paper warned that such datasets “overrepresent hegemonic 
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viewpoints and encode biases potentially damaging to marginalized populations.”46 That one 
of the authors of this research was subsequently forced to leave their role at Google amply 
demonstrates the lack of space to explore these critical issues in the setting of big tech.47 De-
veloping language models at a national library, by contrast, it is possible not only to scrutinize 
the workings of data representativity and bias, but also to pursue the type of responsible data 
documentation that has been proposed as a prerequisite for more accountable forms of NLP.48 
In creating more representative and open tools, national libraries can adopt an ethical approach 
to AI development that supplements—and in some cases complicates and challenges—the 
strategies of private tech giants like Google. 

Domain-Specific Expertise in Tandem with Data Scientists 
Although compelling arguments thus exist for the pursuit of a library-based AI, there are still 
fairly substantial challenges that must be addressed in order to initiate such an undertaking. 
The first and clearest obstacle is a question of funding: without significant investment in both 
computational resources and technical expertise, the type of AI development we have discussed 
in this article will not prove possible. Presuming such resources have been secured, the second 
issue that needs to be dealt with is how to organize these experts within the framework of the 
library to achieve optimal results. This is a generic problem for the introduction of AI-related 
techniques in an organization: should technical competence be centralized within, say, a lab, 
or is it better for data scientists to be dispersed and embedded as part of particular groups of 
the core operation? While there is no “one size fits all” answer, since the particular goals of a 
given organization will demand specific solutions, it is worth underscoring the need for new 
forms of collaboration this creates. Developing and implementing AI in a library will require 
intricate cooperation between the domain-specific expertise of professional librarians and the 
technical skills of data scientists.

New collaboration will also be needed with a range of external actors if the maximum 
potential of this AI development is to be realized. One dimension of this is working alongside, 
and learning from, researchers who are using the library’s collections for innovative forms 
of data-driven research: in many cases, synergy effects will emerge between the needs and 
explorations of such projects and the library’s AI interests. Another, perhaps more significant, 
dimension is participating in national and international networks of AI actors with diverse 
stakeholders from private companies to university departments, who are starting to work 
together in a rapidly changing field of knowledge. These novel constellations of actors reflect 
the fact that, in the demanding space of AI development, it is smarter to pool resources and 
act collectively than to struggle alone. Given the centrality of high-quality data to the pros-
pects of such enterprises, data labs at libraries—and especially national libraries—can have 
a significant role to play in the future of AI.

AI should not be regarded as a silver bullet that is capable of providing solutions for all 
the various complexities of the workings of a library. Neither should the elusive combination 
of resources, expertise, and strategic leadership that is necessary for these libraries to par-
ticipate in the development of national AI infrastructures be underestimated. Yet as we have 
sought to demonstrate via the example of a Swedish BERT, there are many good reasons for 
a closer integration of libraries and data science. In seeking to address the opportunities and 
challenges created by our era of big data, exploring the possibilities of a library-centered AI 
is certainly a promising place to start. 
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