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Peter Hernon 

This article provides an introduction to sampling, determination of sample size, 
and selection of the actual sample. Given the complexity of the topic and the 
impossibility of covering all aspects of sampling in a brief article, the author 
focuses on concepts, general sources, and sampling software. These concepts 
are central to the computation of sample size for a random sample. The article 
identifies sources that provide formulae and procedures for determining sample 
size. By reading the literature referenced and exploring different software 
products, librarians conducting research and evaluation studies will better 
understand probability sampling and the decisions underlying the use of a 
particular sample size. 

hree questions that librarians 
planning a quantitative-based 
research project and graduate 
students taking a research 

methods course or completing a master's 
thesis I paper or dissertation often ask are: 
• How big a sample do I need? 
• How do I calculate the sample size? 
• How do I draw that sample-select the 

actual subjects from the population? 
The answer to the first question is com­
plex and depends on a variety of factors, 
including the type of sampling method 
used, sampling error, the confidence 
level, precision, standard deviation, and 
the way in which the data will be ana­
lyzed. The answer to this question im-

pacts how the second question is ap­
proached and answered. Addressing the 
second question may directly involve the 
negotiation of a mathematical formula, 
one that, at first glance, may appear in­
comprehensible. The third question often 
focuses on procedures and methods for 
selecting the actual subjects. 

The purpose of this article is threefold: 
(1) to provide a brief introduction to con­
cepts central to the computation of 
sample size; (2) to identify some basic 
articles and books that discuss these con­
cepts, that provide readers with easily 
understandable presentations and with 
examples, and that many academic li­
braries are likely to have; and (3) to iden-
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tify microcomputer software that deter­
mines sample size. For illustrative pur­
poses, the concepts are applied to one 
formula commonly found in the litera­
ture, and the appropriate sample size is 
determined. There is also a brief discus­
sion of the selection of a sample size for 
a hypothetical problem. 

SAMPLING 

As the U.S. General Accounting Office 
(GAO) observes, 

Sampling is nothing new or un­
usual. For thousands of years, people 
have been basing judgments about a 
large group of objects on their obser­
vations of a few of them. Prehistoric 
humans probably decided whether 
the berries on a bush were edible by 
tasting a few of them (with possibly 
fatal results). At harvest time, farmers 
judged the quality and expected yield 
of a wheat field by rubbing the husks off 
a few ears of grain pulled from various 
parts of the field. People have used sam­
pling techniques such as spot checking 
for many years. The great improvement 
in the last hundred years or so has been 
the development of statistical sampling. 
We now have ways of drawing and an­
alyzing samples to produce more objec­
tive information of better quality and 
of being explicit about its limitations.1 

Social science research, including that 
in library and information science, com­
monly uses statistical sampling, espe­
cially when resource constraints make it 
inefficient (in terms of cost, time, and 
effort) to examine a population. By engag­
ing in statistical sampling, researchers de­
termine "the sample size necessary to 
provide sample results having a certain 
measure of the risk of being wrong re­
quired for the population being examined 
and the evaluation question being ex­
amined [or the hypothesis being tested]."2 

SAMPLING METHOD 

Sampling method refers to the type of 
sampling procedure used. The purpose 
of probability sampling is to make a 
statistical inference or to select a sample, 
or portion of a universe, that is represen­
tative of that universe or population. 
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Probability sampling includes, for in­
stance, simple random sampling and 
stratified random sampling, as well as sys­
tematic sampling and cluster sampling. 
Nonprobability sampling does not sup­
port generalization; rather the focus is on 
the sample itself. Nonprobability sam­
pling, on the other hand, is discretionary 
and covers quota sampling, purposive or 
judgmental sampling, convenience sam­
pling, and other methods. Ronald R. 
Powell provides an excellent introduction 
to both probability and nonprobability 
sampling, and the GAO offers detailed 
coverage of probability sampling.3 

The GAO, in another important pub­
lication, discusses the selection of case 
study sites for anyone engaged in either 
qualitative or quantitative research.4 Site 
or instance selection may be based on 
convenience, purpose (requires knowl­
edge of the characteristics of the popula­
tion), or probability. As shown in table 1, 
each addresses a specific question. "Only 
rarely will convenience be a sound basis 
for instance selection; only rarely will 
probability sampling be feasible. Thus, in­
stance selection on the basis of the purpose 
of the study is the most appropriate 
method in many designs."5 

This article focuses on probability 
sampling, primarily the use of simple 
random sampling, which involves the 
selection of cases or subjects so that each 
one has an equal and known chance of 
inclusion and the selection of one case or 
subject does not influence the selection 
of another. Before basing the study pro­
cedure on random sampling, however, it 
is useful to consider other methods of 
sample selection.6 After all, there are 
times when non probability sampling, as 
well as other methods of probability 
sampling, might be needed and appro­
priate. 

SAMPLING ERROR 

According to Hubert M. Blalock, Jr., 
researchers who are planning or are in 
the process of conducting a study, or 
who are analyzing and interpreting 
data, must consider total error, which 
consists of two independent types of 
error: sampling and nonsampling error? 
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TABLEt 
INSTANCE SELECTION IN CASE STUDIES .. 

Selection Basis When to Use and What Questions It Can Answer 

Convenience Is this site selected because it was expedient for data collection 
purposes? What is happening here and why? 

Purpose 

Bracketing 

Best cases 

Worst cases 

Cluster 

Representative 

What is happening at the extremes? What explains such differences? 

What accounts for an effective program? 

Why is the program not working? 

How do different types of programs compare with each other? 

In instances chosen to represent important variations, what is the 
program like and why? 

Typical In a typical site, what is happening and why? 

Special interest In this particular circumstance, what is happening and why? 

Probability What is happening in the program as a whole and why? 

·Source: U.S. General Accounting Office, Case Study Evaluations (Washington, D.C., 1990), 23. 

Sampling error is the extent to which the 
means of repeatedly drawn samples de­
viate from each other . and presumably 
the population mean. ''The general rule 
of thumb for the size of the sample is ... 
the larger the better"; the larger the 
sample the smaller is the sampling 
error.8 By examining the population, re­
searchers seek to minimize sampling 
error; there still may be a problem, for 
instance, due to a faulty listing or iden­
tification of the population.9 However, 
they still risk nonsampling error; errors, 
for instance, in data processing; errors in 
the responses, the observations made, 
and the instrument itself; and errors due 
to nonresponse or misrepresentation 
(e.g, falsified or misleading records). 10 

''There is no point in utilizing a sample 
that is larger than necessary; doing so 
unnecessarily increases the time and 
money needed for a study."n At the same 
time, "samples that are quite small place 
significant limitations on the types of 
statistical analyses that can be em­
ployed."12 Researchers trying to minimize 
sampling error for impact assessments, 
which examine whether or not interven­
tions have their intended effects, will 
profit from reading Evaluation: A System­
atic Approach, which discusses such assess­
ments in the context of the "net effects" of 
an intervention, or "an estimate of the im-

pact of the intervention uncontaminated 
by the influence of other processes and 
events that also may affect the behavior 
or conditions at which the social pro­
gram being evaluated is directed.'113 

Some research methods textbooks 
refer to precision, which is the amount of 
sampling error that can be tolerated but 
that will still permit the results to be 
useful, as tolerance, tolerable error, or the 
bound on error. To calculate precision, it 
is necessary to compute the standard de­
viation, which is a numerical measure of 
the dispersion of scores around the 
mean; standard deviation is the square 
root of variance, which is also an indica­
tor of dispersion. 

The purpose of probability sampling 
is to make a statistical inference or 
to select a sample, or portion of a 
universe, that is representative of that 
universe or population. 

Because it is not always possible to 
know the standard deviation, formulae 
for determining sample sizes that re­
quire the calculation and inclusion of 
that statistic may not always be practical 
to use. Fortunately, Gary T. Henry 
offers various suggestions for estimating 
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variance and the standard deviation. He 
then illustrates how to determine sample 
size using a formula involving standard 
deviation.14 Therefore, anyone needing 
to include the standard deviation should 
review Henry's thoughtful suggestions. 

CONFIDENCE LEVEL 

In library and information science, the 
confidence level, or an acceptable level 
of probability, is usually set at 95 percent 
(the .05 level), which means that there is 
a 95 percent chance that the sample is 
distributed in the same way as the popu­
lation. The confidence level might be set 
at 99 percent (the .01level) or 90 percent 
(the .10 level). The 90 percent level re­
quires the smallest sample but increases 
the chance of making a profound sam-

. piing error. 

DETERMINATION OF SAMPLE SIZE 

A number of sources provide a formula 
for calculating appropriate sample sizes. 
For example, Powell reproduces a 
formula requiring knowledge of the 
population's standard deviation.15 Bruce 
W. Tuckman reports a very useful 
formula, one addressing "a single di­
chotomous stratification parameter'' 
(e.g., "private-public, urban-rural, large­
small) and with random sampling within 
each category."16 His formula introduces z 
or the standard score that corresponds 
to a given confidence level; "for a 90 
percent confidence level, z = 1.65; for a 
95 percent confidence level, z = 1.96; for 
a 99 percent confidence level, z = 2.58."17 

Peter Hernon and Charles R. McClure 
modify Tuckman's formula and ex­
ample.18 Examples of other formulae in­
clude ones by Hubert M. Blalock, Jr., Robert 
Swisher and Charles R. McClure, Charles 
H. Busha and Stephen P. Harter, Margaret 
Slater, and I. S. Simpson.19 

M. Carl Drott presents a table for de­
termining sample size and discusses 
three examples for the selection of a 
sample: (1) one for examining library 
records, (2) one for studying the percep­
tions of library patrons about library 
services, and (3) one for investigating the 
condition of books in the collection.20 

Cheryl Metoyer-Duran, in an appendix, 
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guides readers conducting readability stu­
dies in the selection of paragraphs from 
published and unpublished works.21 

Powell, Hernon, Slonim, Isaac and Mi­
chael, and Cohen, among others, reprint 
tables of sample sizes for a given popu­
lation.22 However, such tables "may rep­
resent a rather simplistic, and quite 
possibly conservative, method for ascer­
taining a sample size."23 

Some microcomputer software pack­
ages permit the determination of sample 
size (see, e.g., appendix A). Before using 
such a package, however, review its scope, 
authority, accuracy, audience, uses, easy of 
learning and use, documentation, and 
hardware and installation specification.24 
Appendix IV of the GAO's Using Statistical 
Sampling identifies some other computer 
software packages that perform sampling 
computations.25 StatPac Gold, a statistical 
analysis package that is not covered in 
either the appendix of this paper or the 
appendix of the GAO manual, has an easy­
to-follow routine in its "utility" program 
for determining a sample size.26 Dr. Drott's 
Random Sampler, a newly released software 
package, guides its users in the selection of 
a sample size based on a simple random 
sample. There is also an opportunity to 
adjust the sample size to accommodate the 
size of a known population, and a handy 
feature enables researchers to determine 
the size of a sample for more than one 
numeric or nonnumeric stratum or cate­
gory, e.g., a month, days of the week, or 
hours of the day.27 

DRAWING A SAMPLE 

To assist those attempting to answer 
the third question posed at the begin­
ning of the article-"How do I draw that 
sample?" once I know the sample size­
Powell reprints a table of random num­
bers from A Million Random Digits with 
100,000 Normal Deviates and illustrates 
the application of the table to selection of 
the actual sample. 28 Appendix II of 
GAO's manual to guide agency evalua­
tors provides a much more detailed dis­
cussion of using a random number table 
and selecting the sample.29 Using StatPac 
Gold, it is possible to: (1) generate a ran­
dom number table that randomly selects 



Formula: 

N = sample size 
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z2 
N= -- (P) (1-P) 

E 

Z = desired confidence level (see note 15) 

E = acceptable degree of sampling error 

P = estimated proportion or incidence of cases in the population 

(range is from .01 to .99) 

Example: 

Private colleges account for 50% of the baccalaureate colleges in the 
geographical region. 

• Proportion of cases of private baccalaureate colleges 
in the population is .25 (P = .50) 

• Desired confidence level is 95% (z = 1.96) 

.. Acceptable degree of error is .10 (=plus or minus 10%) 

N = 0 ·96)
2 

=(.50) (.50)= 10 
.10 

FIGUREl 
Application of One Formula 

numbers until the sample size is 
achieved, and (2) select a specified num­
ber of random records from a data file 
and write them to a new file. Dr. Drott' s 
Random Sampler also assists in the selec­
tion of specific subjects from the popula­
tion and in sorting random numbers in 
ascending or descending order. 

SUMMARY 

Figure 1, which identifies one formula 
for calculating sample size, shows the 
application of different concepts dis­
cussed in this article. To produce a .10 
sampling error and a 95 percent confi­
dence level, the sample requires ten pri­
vate baccalaureate institutions. If 
researchers use either StatPac Gold or 
Dr. Drott's Random Sampler, they would 
set the precision, confidence, and varia­
bility. It is possible to adjust the sample 
size to reflect population size. Statistical 
Sample Planner is an example of a more 
complex, but inexpensive, package. It af­
fords greater opportunity to adjust 
sample size according to other factors, 
e.g., the cost of the study. 

Returning to the ten institutions, re­
searchers might also use statistical sam-

piing again. Depending on the research 
problem and the target population 
within those institutions (e.g., all or cer­
tain library staff, faculty, or students), 
they might select a random sample of 
that population. As an alternative, they 
might stratify the population (e.g., stu­
dents according to class level or faculty 
according to the social sciences, humani­
ties, and sciences) and then draw a ran­
dom sample. Dr. Drott's Random Sampler 
and Statistical Sample Planner are ex­
amples of software useful in drawing a 
stratified random sample. 

Some microcomputer software 
packages permit the determination 
of sample size. 

Taking a hypothetical example, let us 
suppose that the staff of a college library 
wants to survey the student body about 
its use and nonuse of library services and 
resources. They would find that a 
sample size of 384 has 95 percent confi­
dence, plus or minus 5. Using StatPac 
Gold, as one example, they could adjust 
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the sample size to accommodate the ac­
tual size of the student body. Presuming 
that there were 3,000 students, the ad­
justed sample size is 340. 

Now, let's assume that the staff want 
to examine student use of the Internet or 
remote use of the online catalog. For that 
study, they might lack specific informa­
tion about which students do and do not 
use either the Internet or the online cat­
alog. In such instances, they might adopt 
a nonprobability sample and engage in 
focus group interviewing of actual users 
and nonusers. 30 

As this section indicates, researchers 
have choices. An examination of the lit­
erature referenced in this article as well 
as published studies will enable them to 
identify the choices and make appro­
priate decisions. 

CONCLUSION 

In designing a research study, it is im­
portant to decide whether to study the 
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population or a sample. If the decision is 
to examine a sample representative of 
the population, the appropriate type of 
sampling method and sample size must 
be identified and used; in such an in­
stance, the researcher expects to general­
ize from the sample to the population. At 
the same time, sound decisions regarding 
the reflective inquiry (problem statement, 
literature review, theoretical framework, 
logical structure, and, if appropriate, ob­
jectivt's, research questions, and hypothe­
ses), methodology, and data analysis and 
interpretation must be made.31 David R. 
Krathwohl reminds researchers that a 
weak link at any one of these stages may 
weaken or invalidate study findings, rec­
ommendations, and conclusions.32 For­
tunately, "the body of literature on LIS 
research methods is growing and has 
more advice than ever to offer readers 
planning to conduct research, or read 
research findings, about library and in­
formation related problems."33 
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APPENDIX A 
EXAMPLES OF MICROCOMPUTER SOFIW ARE 

BUSINESS STATISTICS (Lionheart Press, P.O. Box 20756, Mesa, AZ 85277-0756). Compatible 
Hardware: Apple Macintosh, Amiga-DOS, MS-DOS. 

Memory Required: 512k. 
Description: Stratified sampling, cluster sampling, sequential sampling, binomial and hyper-

geometric sampling schemes. Also provides statistical procedures. 
CUSTOM QC (Stochos, Inc., 14 N. College St., Schenectady, NY 12305; 518-372-5426). Compatible 
Hardware: IBM PC, PC XT, PC AT, PS/2 & compatibles. Operating System(s): PC-DOS, MS-OOS, 
UNIX. 

Memory Required: 640k. . 
Description: Provides statistical procedures as well as variable and attribute plan determina­

tion (sampling plan). 
EXPERIMENTAL STATISTICS (Lionheart Press, P.O. Box 20756, Mesa, AZ 85277-0756). Compat­
ible Hardware: Apple Macintosh, Amiga-DOS, MS-DOS. 

Memory Required: 512k. . 
Description: Stratified sampling, cluster sampling, sequential sampling, binomial and hyper­

geometric sampling schemes. Also provides statistical procedures. 
EX-SAMPLE (The Idea Works, Inc., 607 Jackson St., Columbia, MO 65203; 314-875-5827). Compat­
ible Hardware: Any MS-DOS compatible machine. Operating System(s): MS-DOS. 

Memory Required: 512k. 
Description: Power analysis and traditional methods for estimating minimal sample size for 

surveys and other types of studies. Offers a detailed written justification of sample size 
recommendations and adjusts achieved sample size for multiple groups, response rates, and 
contamination. Has on-screen tutorial. 

QCPAC STATISTICAL QUALI1Y CONTROL ON THE IBM PC (Marcel Dekker, 270 Madison 
Ave., New York, NY 10016; 212-696-9000). 

Compatible Hardware: IBM PC. 
Memory Required: 64k. 
Description: This package accompanies Steve Zimmerman's book, Statistical Quality Control 

(New York: Dekker, 1985). 
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STATGRAPHICS (Statistical Graphics Corp., 5 Independence Way, Princeton, NJ 08540; 609-924-
9374). 

Compatible Hardware: IBM PC and compatibles 
Operating System(s): DOS 2.0 or higher 
Memory Required: 640k 
Description: Determines sample size, has random number generation of 40,000 data points, 

and provides graphical and statistical procedures. 

STATISTICAL SAMPLE PLANNER (Dynacomp, The Dynacomp Office Bldg., 178 Phillips Rd., 
Webster, NY 14580; 716-265-4040). 

Compatible Hardware: Apple II with Applesoft, IBM PC. 
Operating System(s): Apple, DOS 3.2 or 3.3, MS-DOS. 
Memory Required: Apple 48k, IBM 128k. 
Description: Covers a stratified random sampling plan. The software enables researchers to 

address factors such as cost of the study. A 28-page manual includes theory, formulae, and · 
examples. 

TRUE EPISTAT 4.0 (EPISTAT Services, 2011 Cap Rock Circle, Richardson, TX 75080-3417; 214-680-
1376). 

Compatible Hardware: mM PC, XT, AT and System II microcomputers and most compatibles. 
Requires hard disk and a Hercules monochrome or any color CGA, EGA, or VGA. 

Operating System(s): M5-DOS 3.1 or later. 
Memory Required: 512k. 
Description: Draws power curves and can provide random numbers and random allocations 

of cases and controls. Calculates sample sizes for six common kinds of studies, including 
surveys, paired case-control studies, and unpaired case-control studies. Also provides statistical 
procedures. 

CALL FOR 
PAPERS and 
PROPOSALS 

Association of College and Research Libraries 
March 29-Aprill, 1995, Pittsburgh, Pennsylvania 

THEME: Continuity and Transformation: 
The Promise of Confluence 

Theme tracks: 1) Knowledge workers and their 
organizations, 2) Technology and the service-centered 
library, 3) Multiculturalism and internationalism, 
and 4) Society, economics, and politics. 

You are invited to submit proposals for panel 
discussions, contributed papers, debate sessions, poster 
sessions, and other presentations. Letters of intent to 
present are due to the Program Committee by May 1, 
1994. Review of proposals begin on July 15,1994. 
For guidelines send E-mail to U22733 @ 

u1cvm.uic.edu, or fax to 312/280-2520, or phone 
Althea Jenkins, 312/280-3248. 



TECHNOLOGY -FOR THE 90's 
AND FOR THE LIBRARIES 

OF 'TOMORROW 

BLACKWELL"'S PROUDLY INTRODUCES ... 

FOR COLLECTION DEVELOPMENT 

~i·lf'''' 
Blackwell's .New Titles Online database now includes 
T:ibles ofDonten15 an<il Descriptive Summaries for new and 
forth-corriing scholarly monographs. 

• Browse the cont::eJ:ilts pages before placing the order 
,. View the publishei~s title description · 
• Order the tide .electromcally 
• 1n5ure a ' title is mduded on approval 
• Access through the INTERNET 

FOR PUBLIC ACCESS CATALOGS 

c~LL's "fl 
J3lfl .IJ!lllL 

Blackwell's MARC Witfu. Books® service now offers LC­
MARC records .enriched with Tables of Contents. 

• Enhance subject access 
• Improved c~pter-level author access 
• View contents & summaries in your PAC before 

searching the shelves 
Increase interlibrary loan efficiency 

FIND OUf HOW EASY ANTI> COST 'EFFECTIVE IT CAN BE TO GET CONTENTS 
INFORMATION TO BOTH YOUR STAFF AND PATRONS TODAY! 

BLACKWELL 
.NORTH AMERICA, INC. 
IT'ECHNICAL'SERVICES DIVISION 

6024 SW Jean Road, Building G, Lake Oswego, Oregon 97035. Telephone: 503-684-1140 Fax: 503-639-2481 


