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1. Introduction

Social media was initially seen as an expression of free speech, positive mobilization, 
and democracy. Currently, studies that include social networks rather categorize 
these as a threat to democracy (Yerlikaya and Aslan 2020). Social media platforms 
can be heavily used to manipulate the masses by various types of actors with political, 
social, monetary, or radical agendas. The issue of media influence on certain agendas 
emerged mainly after the event known as the Arab Spring and continued in the 
2016 US political election, the UK Brexit, the 2017 French Presidential Election, 
the 2019 Turkish Election, the Pandemic of COVID-19 in 2019, all the way to the 
major escalation of the Russian-Ukrainian war in 2022. These events have been 
affected by propaganda campaigns and the spread of disinformation and fake news. 
The extensive use of disinformation worldwide has emphasized the need to create 
methods that can flag and combat the use of disinformation.

With the development of emerging technologies such as artificial intelligence 
(AI), the scientific community proposed various methods involving the use of 
technologies considered “state-of-the-art” with the aim to combat the phenomenon 
of creating and disseminating false information. An example of technology studied 
for the classification of written information from online media, the so-called fake 
news, was based on the use of Natural Language Processing (NLP) models. The 
discipline of natural language processing, also known as computational linguistics, 
is a branch of computer science that uses AI to research written and spoken human 
languages.

Misinformation and disinformation are classified as the 9th point of interest in the 
EU Cyber Security Agency’s report of October 2022 (ENISA 2022), which states 
that the use of cloud computing resources, tools, and AI algorithms supports the 
fabrication of malicious information. The report also states that detecting and 
minimizing the spread of false information on social media is still among the most 
important technical approaches to disinformation management. This concept 
refers to the process of identifying, analyzing, and mitigating the spread of false or 
misleading information in order to minimize its negative impact on individuals, 
organizations, and society as a whole. Disinformation management involves 
steps such as monitoring the target media, detecting potential false information, 
comparing it with reality (fact-checking), cataloging it and establishing a response or 
the necessary countermeasures to counter it.

The first step in disinformation management is monitoring and detection (Schia and 
Gjesvik, 2020). This involves monitoring the spread of information across various 
platforms and channels such as social media, news websites, and online forums. 
Automated tools and manual analysis are used to identify potential disinformation 
campaigns and track their spread. After the detection phase, the next step is fact-
checking, which involves checking the accuracy of the information presented. 
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This step is necessary to determine the appropriate response and countermeasures 
that should be taken (N. N. Schia 2020). Response and countermeasures involve 
developing and implementing strategies to counter the spread of the identified 
campaign or minimize its impact. The measures may include targeted advertising, 
public messaging campaigns, or requesting the flagging or removal of malicious 
information from various online platforms (Schia and Gjesvik, 2020).
Managing disinformation is a continuous process that requires collaboration 
between various stakeholders, including government agencies, media organizations, 
and civil society groups. Tackling disinformation in general requires a range of skills 
and expertise from those involved, expertise that includes data analysis, social media 
monitoring, communications, and public relations strategies. Overall, effective 
management of misinformation is essential in today’s digital age, where the spread 
of false or misleading information can have serious consequences for individuals, 
organizations, and society as a whole (US Department of State 2023).

Unfortunately, according to the Global Risks Report 2023 (WEF 2023), 
disinformation management is a process that is either not initiated or is in its early 
development stage and its effectiveness is viewed as poor or extremely poor.
Disinformation management is a cybersecurity issue primarily because the spread of 
false information can be used as a tool to manipulate public opinion or create a false 
sense of reality (US Department of State 2023).

Fake news – possible definitions and categorizations

An initial problem that arose with the scientific study of the issue related to the 
creation, dissemination, and consumption of fake news was the definition of 
the concept. In principle, there are several criteria for the classification of false 
information, groupings in which the term fake news is only one of the proposed 
ways of manifestation (Zafarani, Zhou, et al., 2019). The problem imposed by the 
meaning of the term fake news has been widely discussed in recent years, especially 
against the background of several campaigns reported in the international media 
(Baptista and Gradim 2022). The term „fake news” is currently considered inaccurate 
from a technical point of view, because it describes a wide variety of mass media 
products, although it is (Gelfert 2018) currently present in the Romanian legislation 
in article 404 of the Criminal Code (Romanian Parliament 2009), which criminalizes 
„the communication or dissemination, by any means, of fake news, data or false 
information or falsified documents, knowing their false nature, if this endangers 
national security”, the article is largely copied from article 168^1 of the version of the 
Criminal Code of Romania that dates from 1968 (Romanian Parliament 1968). 

Speech or news that incites violence is easier to identify than speech that incites 
hatred, denigrates the rule of law, or slanders certain social groups. The latter is not 
always clearly identifiable. What is considered unacceptable to one individual may 
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be something completely different to another. This kind of difference of opinion 
creates a certain ambiguity about what constitutes hate speech in a digital context 
because this medium can include, in addition to outright falsehoods, mistakes in 
the reporting of facts, opinionated commentary, political satire, or inaccuracies. To 
disambiguate this often-referred-to concept, several types of classification of false/
misleading information have been proposed, which are addressed in the following 
lines:

2.1. Classification by intent. A proposed classification of fake information, which 
includes the term fake news, was proposed in the Journal of the NATO Center of 
Excellence for Strategic Communications (NATO Strategic Communications Centre 
of Excellence 2020). Understanding the intent behind the campaign/fake news allows 
for addressing the causes of misinformation and developing prevention, education, 
or accountability measures. The classification contains several four categories that 
take into account the intention behind their propagation: 

Disinformation – defined as the intentional creation and distribution of false/manipulated 
information with the intent to deceive/mislead. An example of disinformation can be 
considered back in 2022 when a false narrative was launched according to which the 
majority of Romanians want their country to leave NATO and the EU and there is no 
Romanian political party that can capitalize on this move. It was promoted by a local 
radio station linked in other situations to promoting misinformation and fake news. 
The narrative is contradicted by opinion polls (Necșuțu 2022a).

Misinformation – is that false/misleading information that has been distributed 
without the intention to manipulate or mislead. The main point different from 
the first type of misinformation representing it is the intention behind its spread. 
An example of mistaken news coverage occurred on 26 February 2022, when the 
television channel “Antena 3” mistakenly presented footage from a 2013 video game 
called Arma 3 as being from Russia’s war against Ukraine (Radu 2022).

MALinformation – is a term created by media researcher Hossein Derakhshan, 
published as a co-author in a Council of Europe report entitled „Information 
Disorder” (Wardle and Derakhshan 2017) and later adopted by UNESCO. This 
refers to information that is true and contains correct references, but which is 
intentionally transmitted negatively to cause actual harm or the imminent threat of 
actual harm to a person, organization, or country. For example, a post made in the 
archive titled „Paradise Papers” (Osborne 2017) about the offshore investments of 
the British Monarchy revealed that many members of the royal family had evasive 
offshore investments. The campaign was intended to harm the British Monarchy and 
not to inform the public about their illicit practices.

Propaganda – information, predominantly biased or misleading, that is disseminated 
with the aim of promoting a cause or political point of view. An example of such a 
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narrative can be seen in 2022, when the war between Russia and Ukraine is depicted 
as a war waged by NATO against Moscow (Cezar 2022). The claim about an alleged 
NATO threat against Russia had circulated long before it was picked up in Romania. 
It was promoted by Russian propaganda to justify Moscow’s appetite for new 
territories (invasion of Georgia in 2008, invasion of Ukraine in 2014 and 2022) and 
was based on older Soviet narratives that NATO „encircled” the USSR with its bases. 
As Russian forces began to claim defeat in Ukraine, the narrative was altered and the 
new claim is that Russia is actually fighting NATO/the West and that Ukrainians are 
being used as cannon fodder (Necșuțu 2022b).

Fake news – is information whose falsity is verified and which is intentionally 
spread. An example of fake news repeatedly circulated in Romanian media claims 
the Netherlands opposes Romania’s accession to the Schengen zone because the 
maritime port of Constanța threatens the supremacy of the port of Rotterdam. This 
false narrative was reiterated in 2022 in the context in which Bucharest hoped that 
Romania would be admitted to the Schengen area by the end of the year (Peiu 2022). 
This type of news had already appeared 10 years earlier, originally released by the 
Voice of Russia. The fake news cycle states that the Netherlands will never agree to 
Romania joining the Schengen area, fearing that the port of Constanța could become 
the largest port in Europe, thus having an irreversible impact on the Dutch economy 
which relies heavily on the trade entering and leaving the port of Rotterdam. In 
fact, the competition between the two ports is out of the question, as the port of 
Rotterdam is better positioned geographically and has superior infrastructure and 
operational capabilities (Veridica 2022a).

2.2. Stylistic classification. Another approach to the classification of fake 
information, which includes the concepts of fake news, disinformation, and 
propaganda, is focusing on the stylistic way of composing media materials and 
includes a total number of 5 categories. It was proposed within the American State 
Library of North Dakota (library-nd.com 2023):

Fake or lying news (false or deceptive). This concept refers to information that is 
intentionally fabricated or manipulated to mislead readers or viewers (Gelfert 2018). 
This can include completely fabricated stories as well as news stories that have some 
element of truth but are distorted or taken out of context to support a particular 
agenda agendă (Baptista and Gradim 2022). One such example is the online rumor of 
the death (due to a heart attack) of George Soros on 05/15/2023, originally published 
on a Twitter account (@PoliticsFAIRL) and picked up by reputable accounts. The 
claim was not based on any real evidence (LaMagdeleine 2023).

Misleading information. Misleading articles are those that contain partially or 
completely inaccurate information or that are presented in a way that is designed 
to mislead readers or viewers (Zafarani, Zhou, et al. 2019). Unlike fake or deceiving 
news, misleading articles may contain an element of truth, but that truth is being 
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taken out of context or presented in a way that is designed to promote a particular 
agenda or point of view (Gelfert 2018). An example of this type of information is 
the one according to which the reform of the justice system in 2022 will lead to the 
undermining of the Constitutional Court, Romania will lose its sovereignty, the 
constitution will no longer be respected and Romanian justice will be conducted in 
Brussels, to the liking of the West. This misleading narrative was launched in the 
context of the debates on the justice laws of 2022. In reality, the amendment of the 
law on the status of judges and prosecutors did nothing but align the Romanian 
justice system with the European one, respecting the principle of the supremacy of 
European law (Veridica.ro 2022b).

Polarizing or biased content (slanted/biased). Polarizing or biased content refers to 
news articles or reports that are presented in a way that favors a particular point of 
view or agenda (Schia and Gjesvik 2020). The content that falls into this category 
is not necessarily fake. The news reports true information but does so in a biased 
manner. This type of partisanship can be political, ideological, or cultural and can 
manifest itself in various ways, including selective reporting, sensationalism, or the 
use of loaded language (Baptista and Gradim 2022). Polarizing content may reflect 
an entity’s desire to sway readers’ opinions in a certain direction, or it may reflect its 
attempt to create a memorable news story. Examples related to this type of content 
occur when only news featuring a certain ideology/political party is presented by 
a news channel and the others are ignored. Similarly, a political party can only 
be presented negatively. Another example of polarizing media can be given by an 
advertisement that supports unproven scientific data (Drew 2023).

Manipulated/modified data. This concept refers to text, images, or video that has 
been intentionally altered or edited in a way that misrepresents the original content. 
This may include the use of manipulated images, edited videos, or selective quotes 
taken out of context (Zafarani, Zhou, et al. 2019). This data is usually used to create 
false narratives or to support a particular agenda (Zellers, et al. 2019). A telling 
example of this type of fake information is the video recording created by „deepfake” 
technology in which the president of Ukraine asked his countrymen to surrender to 
Russia (The Telegraph 2022).

Humorous pieces of media (including all its forms such as satire, parody, or jokes) 
(Baptista and Gradim 2022). Such news is intentionally fabricated or exaggerated for 
comic effect (Figueira and Luciana 2017). Unlike fake or misleading news, humorous 
news is not intended to mislead or deceive, but rather to entertain. Satirical news 
may use humor to comment on social or political issues or to expose absurdity 
or hypocrisy (Gelfert 2018). Even though these types of news are not intended to 
deceive, they can sometimes be mistaken for genuine news, especially if they are 
shared out of context or without proper attribution (Schia and Gjesvik 2020). An 
example of satire is the news story published by the US media group The Onion, 
known for its humorous news content, „Jimmy Carter wins boxing match against 
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Jake Paul”. This news story, while obviously fake due to the age difference between 
the former US president and the social media personality, contains an edited photo 
of the two and the content of the article is presented in the style of a boxing gala 
recap (the ONION 2023).

2.3. Classification according to impact and motivation. A classification that 
aims to be more exhaustive and takes into account the motivations behind the 
creators of the fake as well as indications of the possible impact that each type of 
fake information can have if it is distributed in an enabling environment has been 
compiled by the European Association for Viewers’ Interests (EAVI) and contains 
a total of 10 categories classified according to impact (neutral, small, medium, 
large) and motivation (monetary, political/power, humor/entertainment, passion/
extremism or misinformation) (EAVI 2022):

Propaganda – used by governments, corporations, or nonprofit organizations to 
control attitudes, values, and disseminated information. This can be beneficial or 
harmful depending on the motivation behind the campaign which can be created to 
support a state policy or to create a negative sociopolitical state (neutral impact and 
motivation related to politics and passion)

Clickbait – offers sensational headlines that attract attention but are misleading 
because they do not reflect the written content of the material (low impact, motivated 
by money and entertainment value). Examples of clickbait headlines can be: “You 
won’t believe...”, “X things you need to know...”, “A weird trick...”, “This is what will 
happen if... “, “The best X...”. Examples of this type of news are mostly found in the 
fashionable sections of the tabloids: “What does Bianca Drăgușanu say about her 
second child. “I have everything I need, for sure (Lixandru 2023).” From the point of 
view of disinformation, it is relevant that this type of headline can be used to spread 
campaigns containing false information.

Sponsored content – has a similar form to that of editorials but disguises ads without 
making it clear to consumers (low impact and monetary motivation). This type 
of advertising is considered harmful, especially among young people who cannot 
differentiate between disguised advertisements (sponsored content) and online 
normal news articles (McAlpine 2019).

Satire and Hoax – is a humorous social commentary that varies in quality and may 
have a subtle meaning (low impact and humorous motivation). This class is similar 
to the humorous pieces in the media (chapter 2.2) with the specification that usually 
these contents are polarizing/biased in favor of certain agendas.

Error – news or information containing false facts as a result of involuntary errors 
(the impact is reduced and the motivation is based on misinformation). This type of 
error can perpetuate false information by not verifying the original source.
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Partisan - news that claims to be impartial, includes interpretations of the facts, has 
an ideological factor, and includes only the facts that confirm a position or policy, 
ignoring the others (ideological motivation and average impact). This type of news 
is used in propaganda campaigns to increase the level of credibility of the narratives 
presented. In such cases, genuine experts or pseudo-experts may be invited to 
support a point of view but claim impartiality. Partisanship was used during the 
2016 US presidential election to so-called impartially create a positive image of one 
of the candidates (EAVI 2022).

Conspiracy theory – news that simplistically explains complex events as a response 
to fear or insecurity. These cannot be scientifically verified and the data that denies 
the respective theories is considered evidence that actually confirms the hypothesis 
(high impact, ideological motivation, or related to misinformation). Such theories 
were used during the COVID-19 pandemic to link the vaccine to 5G technology and 
the Microsoft corporation to create an anti-Western attitude.

Pseudoscience – news that supports theories such as miracle cures, the anti-vaccine 
movement, and misrepresents real scientific studies with exaggerated or false claims. 
(high impact, political or monetary motivation). Pseudoscience was used throughout 
2020-2021 to promote various anti-EU narratives. Thus, a narrative taken from 
the eastern zone stated that the anti-Covid measures decided by the authorities are 
ineffective. The campaign to contest the sanitary measures taken to combat the SARS-
CoV-2 pandemic continued in 2021 and pleaded for alternative treatments that did 
not receive the approval of the Romanian or European health authorities (Arbidol, 
Ivermectin) that were promoted by obscure doctors or influencers without medical 
training, at the same time contesting the effectiveness of anti-Covid vaccines employing 
pseudo-scientific data - either false information or some taken out of context. Of note 
during this period was the focus on adverse reactions to vaccines, realized through 
different medical professionals, usually with specializations that have nothing to do 
with virology, respectively by so-called experts in alternative medicine (Gomboș 2021).

Misinformation – includes a mix of real and fake information combined with false 
associations, processed content, and misleading headlines. Even if it aims to inform, 
the author does not know that the information used is false (high impact and 
motivation are to misinform). Disinformation usually involves concentrated action 
by different entities and has a clear purpose behind it, usually ideological or military. 
A famous disinformation campaign took place in World War II when the British 
government discovered the radar and did not want to tip the enemy about this fact. 
Therefore, they started a media propaganda campaign in the UK which created the 
myth that eating carrots helps develop night vision and the UK pilots benefit fully 
from this discovery (Smith 2013).

Bogus – content that is completely fabricated and spread with the obvious intent to 
misinform. This category may include guerrilla marketing tactics, software bots, 
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or fake comments. This content is intended to bring financial gain or political/
ideological influence (high impact, political or monetary motivation). For example, 
according to Meta’s Q1 2023 Quarterly Adversarial Threat Report (Meta 2023), the 
company removed 40 Facebook accounts, 8 pages and one group for violating Meta’s 
coordinated inauthentic behavior (CIB) policy. The identified network had its origin 
in Iran and mainly targeted Israel, Bahrain, and France, countries where it operated 
by posting probably fake ads to gain an increased level of authenticity and insert 
into established thematic forums on Facebook, Twitter, YouTube, or Telegram. The 
network could then have been used for various political or pecuniary purposes.

2.4. Lack of consensus. The presented classifications touch upon the problem 
of identifying and presenting false information from several perspectives. They 
contain common elements but do not completely overlap. Although the rankings of 
false information presented started from various differentiations such as intention, 
impact, and motivation, overlaps of meaning could not be avoided, but no universal 
classification and implicitly a categorical definition of different types of false 
information may result from them. Moreover, a unanimous definition is probably 
not a possibility in the near future due to the multitude of characteristics and diverse 
forms of manifestation that the creation and distribution of false information has.
The term fake news, although not found in all classifications, which is one of the most 
used in research and involves the categorization of false information obtained from 
the public space because it also involves verifying their veracity, is worth noting.

3. Classifying false information and creating 
datasets for research

The lack of a consensus regarding the definition of fake news and the multitude of 
sociocultural situations that give perspectives to this phenomenon is stated as one of 
the initial problems that need to be taken into account in the context of the use of 
artificial intelligence in the research of the creation and spread of false information. 
This difference in cataloging creates a problem that, although not obvious, becomes 
essential in the process of training AI models and testing them. The problem is given 
by the lack of data ready to be labeled with fake news. To solve this shortcoming, 
different online projects created data sets for research purposes. Such pre-labeled 
fake news datasets are collections of news where each piece of information, typically 
a news article or headline, has been labeled by a human operator as “true” or “false” 
(or in a variant with more tags) (ISOT Lab 2017). These datasets are used to train 
and evaluate machine learning models that can automatically classify news articles 
or headlines as true or fake based on patterns and features learned from labeled data 
(McIntire 2020).

Such datasets can be used to tune pre-trained language models, such as the 
Bidirectional Encoder Representations from Transformers (BERT) NLP model 
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(Ozbay and Alatas 2020), which have already been trained on large amounts of 
general text data. This can help the models adapt to the specific characteristics of the 
fake news dataset and improve their performance in identifying fake news (Devlin, 
et al. 2019).

The fake and real news datasets were constructed by research teams from real-
world news articles that were previously vetted by media professionals (Wang 2017; 
Ahmed, Traore and Saad 2017). Such datasets are used to train and test different 
automatic fact-checking methods using AI models (Ozbay and Alatas 2020). The 
article will present some established data sets compiled from news stories that have 
been previously verified and labeled accordingly.

With the rise of disinformation campaigns, various fact-checking organizations or 
groups have come together in line with the goal of educating the public to discern 
true from false information presented by the media. Such examples may include 
PolitiFact, factcheck.org, or Snopes. Facebook even built its own „International Fact-
Checking Network” (IFCN 2016) which has over 90 signatories from all over the 
world, including Romania.

Such fact-checking entities provide various types of fake news classification methods 
or annotations to record media verification. For example, PolitiFact takes current 
news from various outlets or media sources, verifies their claims using official 
sources or statistical data, and then assigns easy-to-use labels that show how true 
a media article is, using labels such as: mostly true, true, half true, mostly false, 
false, pants on fire (PolitiFact 2017); Snopes uses a similar tag code: true, mostly 
true, mostly false, false, outdated, scam, unproven (Snopes n.d.); the Romanian 
news verification organization, factual.ro, uses labels such as: true, partially true, 
truncated, false, impossible to verify (Factual 2016). All these groups base their 
claims on the percentage of true versus false information in the analyzed media 
article. It is relevant that fact-checking teams use only open-access sources during 
these checks.

Developing a fake news dataset typically involves a process of collecting, annotating, 
and validating news articles from various sources. An overview of the steps involved 
in creating a dataset of fake and real news from tagged news presented by media 
outlets includes collecting news articles from a variety of sources, including both 
traditional news outlets and alternative news sources (IFCN 2016). Next, articles 
should be checked for fake news content (Kaggle 2018). This is done by expert human 
annotators who review articles following a pre-set and transparent methodology. 
After identifying fake news articles, they are annotated with tags indicating whether 
they are real or fake (Factual 2016) by the same annotators. Finally, the dataset must 
be validated to ensure that it is reliable and accurate. This can be done by comparing 
annotation results with other data sources, such as fact-checking websites or other 
expert sources (Preda, et al. 2022).
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By collecting news already tagged by these platforms, researchers involved in 
fake news studies are able to generate large datasets of certified fake and real 
news content without having to personally verify and tag them. The basis 
for labeling a news story is mainly based on the degree of false data that 
can be found in it. Because there is not yet a standardized way to label false 
averages and to address certain limitations that arise from using multiple 
labels for datasets, most established datasets use a binary classification for 
data, „False” and „True” and ignore labels such as mostly true, half true, or 
unverifiable.

An example dataset widely used in fake news research called ISOT (Ahmed, 
Traore and Saad 2017) contains over 1.2 million news articles in various 
languages, including English, Spanish and Portuguese, and comes from 
various fact-checking sources, covering a wide range of topics and fields. 
The dataset was created by the Information Security and Objects Technology 
(ISOT) Research Group at the University of Victoria in Canada (Ahmed, 
Traore and Saad 2017). Each news article in the dataset has already been 
checked by expert human annotators and is labeled as real or fake. Additional 
metadata such as source, author, and publication date are also provided 
within the data collection. The dataset is freely available for download and 
can be accessed via the ISOT Research Group website (ISOT Lab 2017).

A similar dataset used is PolitiFact’s LIAR dataset (Wang 2017). PolitiFact is a 
nonpartisan fact-checking website that evaluates the accuracy of statements 
made by politicians, public figures, and other prominent individuals. It was 
founded in 2007 by the Tampa Bay Times, a newspaper in Florida, and has 
since expanded to include partnerships with other news organizations. 
PolitiFact rates statements on a „Truth-O-Meter” scale that uses categories 
ranging from „True” for real news stories to „Pants on Fire” for stories that 
contain no element of truth or have a nonsensical theme. The site provides 
detailed explanations and evidence for its ratings and aims to promote 
transparency and accountability in public discourse by helping people 
separate factual information from misinformation and propaganda. The 
dataset called „Liar, Liar, Pants on Fire” is verified by PolitiFact and consists 
of 12,836 statements made by politicians, which are labeled with six different 
labels: pants-on-fire1, fake, barely true, half-true, mostly true, and true. The 
dataset was created to support research on automated fact-checking and 
fake news detection by being organized as a database containing the news 
or statement, information about the source of the statement, the person 
who made the claim, the context in which it was made, and fact-checking 
label assigned by PolitiFact (Wang 2017). It has been used to train and test 
machine learning algorithms for fact-checking and fake news detection and 
has been cited in numerous research studies (Wang 2017).

1 ”Pants-on-fire” - 
colloquial expression 
from the English 
language that comes 
from the nursery rhymes 
“liar, liar, pants, on fire!” 
meaning someone has 
been caught lying.
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Another established dataset was compiled by KAGGLE and is known as the Kaggle 
Fake News Dataset (Kaggle 2018). It consists of a collection of news articles labeled 
either „Fake” or „Real” based on their accuracy and credibility. Kaggle is a popular 
platform in the field of data science and the organization of competitions involving 
machine learning technologies. The training dataset contains 20,800 news articles, 
and the test set contains 5,200 news articles, including a mixture of real news articles 
from reputable sources and fake news articles from unreliable sources. Fake news 
articles were collected from various sources on the internet and tagged by people 
based on their veracity. Real news articles have been collected from reputable news 
organizations and verified for accuracy by fact-checking organizations (Kaggle 
2018). The dataset includes information about the title, text, author, and publication 
date of each article, as well as metadata such as the source URL and number of 
social media shares. The Kaggle Fake News dataset has also been used in numerous 
research studies and machine learning competitions and has helped advance the 
development of automated systems for detecting fake news.

Datasets such as those presented in this chapter allow researchers to fine-tune 
their models, focus on achieving superior performance, and more precisely define 
the classes that an AI model should consider when performing tasks related to 
identifying fake news, and misinforming content.

4. Using fake news datasets in research. 
Binary or multiclass approach

The data sets presented in the previous chapter allow the research approach from 
several perspectives: binary (true vs. false) or multiclass (true, partially true, neutral, 
etc.) In the process of automatic detection of fake news, a binary approach is a 
method where the machine learning algorithm is trained to classify news articles 
into two categories: fake or real (Kaliyar 2021). In contrast, a multiclass approach is 
a method where the algorithm is trained to classify news articles into more than two 
categories, such as partially true, completely false, and true, impossible to classify, 
true, satire, propaganda, etc. (Wang 2017).

A binary approach is commonly used in automated fake news detection because it 
simplifies the problem and makes it easier to manage. Instead of classifying news 
into multiple categories, a binary approach only requires distinguishing between 
two classes: real news and fake news (Chen, et al. 2017). This can help improve the 
accuracy of the classifier. In addition, as exemplified in previous chapters, the dataset 
was usually composed of only proven fake and proven real news and labeled by 
creators only in the two classes to avoid further interpretations (Kaggle 2018; ISOT 
Lab 2017). By choosing this binary approach the existing tagged data set can be used 
without the need to create any additional tags. This saves time and resources and 
allows researchers to focus on improving model performance on the two classes 
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of interest. In addition, a binary approach provides a clear and easy-to-understand 
result that can be useful to end users (Kaliyar 2021). For example, a news aggregator 
or social media platform may only need to know whether a piece of content is fake 
or not to decide whether to display it to users. A binary classifier can quickly provide 
this information, making it more useful for such applications (Ahmed, Traore and 
Saad 2017).

In addition, a binary approach can also simplify the evaluation of model performance. 
Established metrics to measure a model’s effectiveness such as accuracy, precision, 
regression, and F1 score (another metric that measures model accuracy, combined 
with regression score) are easier to calculate and interpret when dealing with only two 
classes (Gnanambal, et al. 2018), this approach thus helping researchers to more easily 
compare and select the model with the best performance (Yerlikaya and Aslan 2020).

Conclusion

This article highlights the problem of managing fake news from the perspective of 
its research and some of the problems encountered in this regard. An initial problem 
concerns the identification of a common typology of false information. The initial 
use, including in legal texts, of the generic term ‘fake news’ is currently considered 
insufficient to encompass the entirety of the existing types of false information and 
is presently retained within the realm of research because its definition enables 
researchers to categorize a specific type of news conclusively, having undergone 
verification with no ambiguity about its classification. This type of approach cannot 
capture everyday reality in all its manifestations but it represents an initial step in the 
right direction because the resulting software product can, for example, be used in 
the rapid initial flagging of certain categories of false information or disinformation 
campaigns. The paper contributes to the existing literature on automated fake news 
detection by providing a framework for understanding and addressing this complex 
phenomenon. We hope that this paper can inspire research and innovation in this 
field, as well as become a source of information for policymakers and practitioners 
involved in disinformation management.
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